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·Arises	 from	 single	 phase	 in	 CKM	 matrix:

VCKM =




Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb



 �




1− 1

2λ2 λ Aλ3(ρ− iη)
−λ 1− 1

2λ2 Aλ2

Aλ3(1− ρ− iη) −Aλ2 1





·Unitarity	 of	 VCKM	 can	 be	 represented	 as	 a	 triangle	 in	 the	 complex	 plane:

(1,0)(0,0)

(ρ, η)

α

βγ

VtdV ∗
tb

|VcdV ∗
cb|

VudV ∗
ub

|VcdV ∗
cb| β ≡ arg

�
−VcdV ∗

cb

VtdV ∗
tb

�

	 	 	 	 	 violation	 in	 Standard	 ModelCP

(β, α, γ) = (φ1,φ2,φ3)

λ ≡ sin θCabibbo
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Wassili	 Kandinksy	 
Composition	 VIII,	 1923

·Measure	 the	 sides	 and	 angles	 of	 the	 
unitary	 triangle	 in	 diverse	 processes.

·Agreement	 confirms	 the	 CKM	 picture.
·Disagreement	 indicates	 new	 physics.

Overconstraining	 
the	 triangle
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CP	 eigenvalue

λf ≡ ηf
q

p

Af̄

Af

ratio	 of	 decay	 
amplitudes

mixing	 
amplitude

Cf ≡
1− |λf |2

1 + |λf |2
Sf ≡

−2Imλf

1 + |λf |2

·We	 define	 Sf and Cf in terms of λf :

B0

B0

f
A

Āq/p

·Final	 state	 	 	 	 is	 reached	 from	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 ,	 
so	 amplitudes	 for	 decay	 and	 mixing+decay	 
interfere:

B0 and B0f

Mixing-induced	 	 	 	 	 	 violationCP

·For	 	 	 	 meson	 pairs,	 produced	 coherently	 in	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 ,	 	 time	 dependent	 
decay	 rate	 asymmetry	 (to	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 ):	 

B Υ(4S)→ B0B0

CP eigenstate f

Af (t) = Γ(B0(t)→f)−Γ(B0(t)→f)

Γ(B0(t)→f)+Γ(B0(t)→f)
= −Sf sin(∆mBt) + Cf cos(∆mBt)

·Interference	 causes	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 ,	 
though	 	 	 	 	 	 	 	 	 	 	 .

Im λf �= 0
|λf | = 1
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and the following value for charge asymmetry:

Ach = [−1.5 ± 7.0 (stat) ± 0.9 (syst)](%).

In order to increase the statistics for the TD CP fit, we have added results
for these decays with the K0

S → π0π0 channel as well as the decays η′
η(3π)ππK

0
S

(K0
S → π+π−) and η′

η(3π)ππK
+, all of which is documented in BAD 907[5].

2 Measurement of CP Asymmetry

CP violation appears in the neutral B system through mixing or decay, or in
the interference between mixing and decay. The formalism has been thoroughly
documented elsewhere [6]. Fig. 1 shows the B0 −B0 mixing diagram (a), together
with some possible decay amplitudes for B0 → η′K0.

Figure 1: Feynman diagrams describing (a) B0−B0 mixing; the decay B0 → η′K0

via (b) color-suppressed tree, (c, d) internal gluonic penguin. For the charged
mode the corresponding tree diagram is external, not color suppressed.

6

c
c
s

·Tree	 dominated	 	 	 	 	 	 	 	 	 	 	 	 decays.b→ ccs

·	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 ,

Sccs = sin 2β

B0 → J/ψK0
S

·	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 ,	 	 	 	 
B0 → J/ψK∗0·	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 ,	 	 	 etc.
B0 → ψ(2S)K0

S

B0 → J/ψK0
L·	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 ,

·Theoretically	 very	 clean,	 in	 SM:

S = sin 2β

C = 0

“Golden	 mode” :	 
·large	 branching	 fraction	 (~10-3).
·good	 reconstruction	 efficiency	 (30%).
·experimentally	 clean	 signature.
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and the following value for charge asymmetry:

Ach = [−1.5 ± 7.0 (stat) ± 0.9 (syst)](%).
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η(3π)ππK

0
S

(K0
S → π+π−) and η′

η(3π)ππK
+, all of which is documented in BAD 907[5].

2 Measurement of CP Asymmetry

CP violation appears in the neutral B system through mixing or decay, or in
the interference between mixing and decay. The formalism has been thoroughly
documented elsewhere [6]. Fig. 1 shows the B0 −B0 mixing diagram (a), together
with some possible decay amplitudes for B0 → η′K0.

Figure 1: Feynman diagrams describing (a) B0−B0 mixing; the decay B0 → η′K0

via (b) color-suppressed tree, (c, d) internal gluonic penguin. For the charged
mode the corresponding tree diagram is external, not color suppressed.

6

·Penguin	 dominated	 	 	 	 	 	 	 	 	 	 	 	 	 	 decays.b→ qq̄s

·	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 ,	 etc.B0 → η�K0,φK0

·Sensitive	 to	 new	 particles	 in	 loop.

·In	 clean	 modes,	 SM	 suggests

∆S·Large	 	 	 	 	 	 	 indicates	 new	 physics.

1QCDF	 Beneke,	 PLB620,	 143	 (2005)
2SCET/QCDF	 Williamson,	 Zupan,	 PRD74,	 014003	 (2006)
3QCDF	 Cheng,	 Chua,	 Soni,	 PRD72,	 014006	 (2005)
4SU(3)	 	 Gronau,	 Rosner,	 Zupan,	 PRD74,	 093003	 (2006)

∆S ≡ sin 2βeff − sin 2β � 0.03
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1

η�K0

π0K0
S

ωK0
S

φK0
S

SM	 	 	 	 	 	 	 from	 theory∆S

Sf = sin 2βeff

·Pollution	 from	 secondary	 amplitudes:

Sf � sin 2β ≡ sin 2βeff

Cf � 0
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·Measure	 	 	 	 	 ,	 convert	 to	 	 	 	 	 .
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e−

K−

∆t = tCP − ttag

∆z = βγc∆t

9

B
0
 tags

B
! 0

 tags

ar
b

it
ra

ry
 s

ca
le a)

B
0
 tags

B
! 0

 tags

b)

"t (ps)
-5 0 5

FIG. 2: Expected ∆t distribution for B0- and B0-tagged CP
events a) with perfect tagging and ∆t resolution, and b) with
typical mistag rates and ∆t resolution.

where â represents the set of parameters that describe

the resolution function. In practice, events are separated
into the same tagging categories as in mixing, each of
which has a different mistag fraction wi, determined in-
dividually for each category. Figure 2 illustrates the im-
pact of typical mistag and ∆t resolution effects on the
∆t distributions for B0- and B0-tagged CP events.

It is possible to construct a CP -violating observable

ACP (∆t) =
F+(∆t) − F−(∆t)
F+(∆t) + F−(∆t)

, (12)

which, neglecting resolution effects, is proportional to
sin2β:

ACP (∆t) ∝ −ηCPD sin 2β sin∆md∆t. (13)

Since no time-integrated CP asymmetry effect is ex-
pected, an analysis of the time-dependent asymmetry
is necessary. The interference between the two ampli-
tudes, and hence the CP asymmetry, is maximal af-
ter approximately 2.1 B0 proper lifetimes, when the
mixing asymmetry goes through zero. However, the
maximum sensitivity to sin2β, which is proportional to
e−Γ|∆t| sin2 ∆md∆t, occurs in the region of 1.4 lifetimes.

The value of the free parameter sin2β can be extracted
with the tagged BCP sample by maximizing the likeli-
hood function

lnLCP =
tagging∑

i




∑

B0 tag

lnF+(∆t; Γ, ∆md, â, wi, sin 2β) +
∑

B0 tag

lnF−(∆t; Γ, ∆md, â, wi, sin 2β)



 , (14)

where the outer summation is over tagging categories i
and the inner summations are over the B0 and B0 tags
within a given uniquely-assigned tagging category. In
practice, the fit for sin2β is performed on the combined
flavor-eigenstate and CP samples with a likelihood con-
structed from the sum of Eq. 6 and 14, in order to de-
termine sin2β, the mistag fraction wi for each tagging
category, and the vertex resolution parameters âi. Addi-
tional terms are included in the likelihood to account for
backgrounds and their time dependence.

The mistag rates can also be extracted with a time-
integrated analysis as a cross check. Neglecting possi-
ble background contributions and assuming the flavor of
Bflav is correctly identified, the observed time-integrated
fraction of mixed events χobs can be expressed as a func-
tion of the B0-B0 mixing probability χd:

χobs = χd + (1 − 2χd)w, (15)

where χd = 1
2x2

d/(1 + x2
d) = 0.174 ± 0.009 [11] and

xd = ∆md/Γ. Taking advantage of the available decay
time information, the statistical precision on w can be

improved by selecting only events that fall into an opti-
mized time interval |∆t| < t0, where t0 is chosen so that
the integrated number of mixed and unmixed events are
equal outside this range. With the use of such an op-
timized ∆t interval the time-integrated method achieves
nearly the same statistical precision for the mistag rates
as a full time-dependent likelihood fit.

C. Overview of the analysis

This article provides a detailed description of our pub-
lished measurement of flavor oscillations [15] and CP -
violating asymmetry [16] in the neutral B meson system.
These measurements have six main components:

• Selection of the BCP sample of signal events for
neutral B decays to CP modes J/ψK0

S , ψ(2S)K0
S ,

χc1K0
S , J/ψK∗0 (K∗0 → K0

Sπ0), and J/ψK0
L; se-

lection of the Bflav sample of signal events for
neutral flavor-eigenstate decays to D(∗)−π+/ρ+/a+

1

Ideal

Observed

f±(∆t) =
e−|∆t|/τ

4τ
[1± (−ηfSf sin(∆md∆t)− Cf cos(∆md∆t)]

·Fully	 reconstruct	 	 	 	 	 	 	 ;	 
partially	 reconstruct	 	 	 	 	 	 	 .	 

BCP
Btag

·Modify	 	 	 	 	 	 	 	 	 	 for	 experimental	 	 	 	 	 	 resolution	 
and	 tagging	 performance.

f±(∆t) ∆t

Time	 dependent	 analysis

·Parameters	 of	 	 	 	 	 	 	 	 	 	 	 obtained	 from	 a	 large	 
sample	 of	 fully	 reconstructed	 self-tagging	 B	 decays.

f±(∆t)

Q = �(1− 2w)2
�
w
:	 efficiency
:	 mistag	 rate

Effective	 tagging	 efficiency:

Q = (29.0± 0.1)%
Q = (31.2± 0.3)% (Babar)

(Belle)

·Determine	 flavor	 of	 	 	 	 	 	 	 .Btag

· 	 	 	 	 	 and	 flavor	 tag	 (	 	 	 )	 go	 into	 decay	 rate:±∆t

∆z ∆t
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e− e+

BCP

Btag

·Discriminate	 with	 variables	 related	 to	 B	 meson	 kinematics:

·Components	 for	 signal,	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 ,	 charmed	 and	 charmless	 	 	 	 	 	 	 decays.BBe+e− → qq (q = u, d, s, c)

Maximum	 Likelihood	 Fit

9

the final fit. Thus the combinatorial component receives
contributions from all non-signal events in the data.

We estimate from the simulation that charmless B
decay modes contribute less than 2% of background to
the input sample. These events have final states differ-
ent from the signal, but similar kinematics, and exhibit
broad peaks in the signal regions of some observables.
We find that the charmless BB background component
(j = chls) is needed for the final states ωK0

S , η′
ργK0

π+π− ,
and η′

ργK0
π0π0 . We account for these with a separate com-

ponent in the PDF. Unlike the other fit components, we
fix the charmless BB yields using measured branching
fractions, where available, and detection efficiencies de-
termined from MC. For unmeasured background modes,
we use theoretical estimates of branching fractions.

We also consider the contribution of B decays to
charmed particles. The charmed hadrons in these final
states tend to be too heavy to be misreconstructed as
the two light bodies contained in our signals, and their
distributions in the B kinematic variables are similar to
those for qq. However, in the event shape variables and
∆t they are signal-like. We have found that biases in
the fit results are minimized for the modes with η′

ργ by
including a component specifically for the B decays to
charm states (j = chrm). Finally, for η′

η(3π)ππK0
L we

divide the signal component into two categories for cor-
rectly reconstructed and self-crossfeed events; we fix the
fraction of the self-crossfeed category to the value ob-
tained from MC.

B. Probability density functions

The set of variables xk of Eqs. 10 and 11 is defined for
each family of decays as

• B0 → ωK0
S : {mES,∆E,F ,m(π+π−π0) ≡ mω,H}

• B0 → η′K0
S : {mES,∆E,F}

• B0 → η′K0
L: {∆E,F}

• B0 → π0K0
S : {mB ,mmiss, L2/L0, cos θB}

Studies show that including the η′ mass, ρ mass, ρ he-
licity, or ω Dalitz plot coordinates does not improve the
precision of the measurements of S and C.

In Fig. 1 we show PDFs for the signal and qq com-
ponents for the ωK0

S analysis, which are also represen-
tative of those for the η′K0 analysis. The background-
discriminating PDF forms are: the sum of two Gaussians
for Qsig(mES) and Qsig(∆E); a quadratic dependence for
Qqq(∆E), Qchrm(∆E), and Qqq(mB); the sum of two
Gaussians for Qchls(∆E); for Qqq(mES) and Qqq(mmiss)
the function

f(x) = x
√

1 − x2 exp
[
−ξ(1 − x2)

]
(13)

with x ≡ 2mES/
√

s (2mmiss/
√

s for π0K0
S) and ξ a

free parameter [29] and the same function plus a Gaus-
sian for Qchrm(mES) and Qchls(mES). For Qsig(mB) and
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FIG. 1: PDFs for signal (left) and qq (right) components for
ωK0

S; from top to bottom ∆E, mES, F , ω mass, H, and ∆t.

Qsig(mmiss) we use the function

f(x) = exp

(
−(x − µ)2

2σ2
L,R + αL,R(x − µ)2

)
, (14)
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the final fit. Thus the combinatorial component receives
contributions from all non-signal events in the data.

We estimate from the simulation that charmless B
decay modes contribute less than 2% of background to
the input sample. These events have final states differ-
ent from the signal, but similar kinematics, and exhibit
broad peaks in the signal regions of some observables.
We find that the charmless BB background component
(j = chls) is needed for the final states ωK0

S , η′
ργK0

π+π− ,
and η′

ργK0
π0π0 . We account for these with a separate com-

ponent in the PDF. Unlike the other fit components, we
fix the charmless BB yields using measured branching
fractions, where available, and detection efficiencies de-
termined from MC. For unmeasured background modes,
we use theoretical estimates of branching fractions.

We also consider the contribution of B decays to
charmed particles. The charmed hadrons in these final
states tend to be too heavy to be misreconstructed as
the two light bodies contained in our signals, and their
distributions in the B kinematic variables are similar to
those for qq. However, in the event shape variables and
∆t they are signal-like. We have found that biases in
the fit results are minimized for the modes with η′

ργ by
including a component specifically for the B decays to
charm states (j = chrm). Finally, for η′

η(3π)ππK0
L we

divide the signal component into two categories for cor-
rectly reconstructed and self-crossfeed events; we fix the
fraction of the self-crossfeed category to the value ob-
tained from MC.

B. Probability density functions

The set of variables xk of Eqs. 10 and 11 is defined for
each family of decays as

• B0 → ωK0
S : {mES,∆E,F ,m(π+π−π0) ≡ mω,H}

• B0 → η′K0
S : {mES,∆E,F}

• B0 → η′K0
L: {∆E,F}

• B0 → π0K0
S : {mB ,mmiss, L2/L0, cos θB}

Studies show that including the η′ mass, ρ mass, ρ he-
licity, or ω Dalitz plot coordinates does not improve the
precision of the measurements of S and C.

In Fig. 1 we show PDFs for the signal and qq com-
ponents for the ωK0

S analysis, which are also represen-
tative of those for the η′K0 analysis. The background-
discriminating PDF forms are: the sum of two Gaussians
for Qsig(mES) and Qsig(∆E); a quadratic dependence for
Qqq(∆E), Qchrm(∆E), and Qqq(mB); the sum of two
Gaussians for Qchls(∆E); for Qqq(mES) and Qqq(mmiss)
the function

f(x) = x
√

1 − x2 exp
[
−ξ(1 − x2)

]
(13)

with x ≡ 2mES/
√

s (2mmiss/
√

s for π0K0
S) and ξ a

free parameter [29] and the same function plus a Gaus-
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FIG. 1: PDFs for signal (left) and qq (right) components for
ωK0

S; from top to bottom ∆E, mES, F , ω mass, H, and ∆t.

Qsig(mmiss) we use the function

f(x) = exp

(
−(x − µ)2

2σ2
L,R + αL,R(x − µ)2

)
, (14)

qq

mES ≡Mbc ≡
�

E2
beam − p∗2

B

qq

e− e+

q

q

spherical	 signal	 eventjet-like	 	 	 	 	 	 eventqq
·Variables	 that	 exploit	 
differing	 event	 topologies:

·Babar`s	 Fisher	 discriminant	 (	 	 	 ).	 F
·Belle`s	 likelihood	 ratio	 (	 	 	 	 	 	 	 ).	 Rs/b

∆E ≡ E∗
B − Ebeam

signal	 
MC

signal	 
MC (data	 

sideband)
(data	 
sideband)
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) in the

signal region with a B0 tag (NB0) and with a B0 tag (NB0), and b) the raw asymmetry,
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for the ηf = +1 mode J/ψK0

L
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(B0) tags. The shaded regions represent the estimated background contributions.
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CP	 even

           b→ ccs modes

S = 0.691± 0.029± 0.014
C = 0.027± 0.020± 0.016

Dominant	 systematic:
·S:	 	 	 	 	 	 resolution	 model.∆t
·C:	 Interference	 in	 tag-side	 DCSD.

We define a signal region 5.27 < mES < 5.29GeV/c2 (|∆E| < 10MeV for J/ψK0
L
), which

contains 15481 CP candidate events that satisfy the tagging and vertexing requirements (see Ta-
ble 1). For all modes except ηcK0

S and J/ψK0
L, we use simulated events to estimate the fractions

of events that peak in the mES signal region due to cross-feed from other decay modes (peaking
background). For the ηcK0

S mode, the cross-feed fraction is determined from a fit to the mKKπ

and mES distributions in data. For the J/ψK0
L decay mode, the sample composition, effective ηf ,

and ∆E distribution of the individual background sources are determined either from simulation
(for B → J/ψX) or from the m"+"− sidebands in data (for non-J/ψ background). Figure 1 shows
the distributions of mES obtained for the BCP and Bflav events, and ∆E obtained for the J/ψK0

L
events.
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Figure 1: Distributions for BCP and Bflav candidates satisfying the tagging and vertexing require-
ments: a) mES for the final states J/ψK0

S
, ψ(2S)K0

S
, χc1K0

S
, and ηcK0

S
, b) ∆E for the final state

J/ψK0
L
, c) mES for J/ψK∗0(K∗0 → K0

S
π0), and d) mES for the Bflav sample. In each plot, the

shaded region is the estimated background contribution.

We determine Sf and Cf from a simultaneous maximum likelihood fit to the ∆t distribution of
the tagged BCP and Bflav samples. The ∆t distributions of the BCP sample are modeled by Eq. 1.
Those of the Bflav sample evolve according to Eq. 1 with Sf = Cf = 0. The observed amplitudes
for the CP asymmetry in the BCP sample and for flavor oscillation in the Bflav sample are reduced
by the same factor, 1−2w, due to flavor mistags. The ∆t distributions for the signal are convolved
with a resolution function common to both the Bflav and BCP samples, modeled by the sum of
three Gaussian functions [14]. The combinatorial background is incorporated with an empirical

11

We define a signal region 5.27 < mES < 5.29GeV/c2 (|∆E| < 10MeV for J/ψK0
L
), which

contains 15481 CP candidate events that satisfy the tagging and vertexing requirements (see Ta-
ble 1). For all modes except ηcK0

S and J/ψK0
L, we use simulated events to estimate the fractions

of events that peak in the mES signal region due to cross-feed from other decay modes (peaking
background). For the ηcK0

S mode, the cross-feed fraction is determined from a fit to the mKKπ

and mES distributions in data. For the J/ψK0
L decay mode, the sample composition, effective ηf ,

and ∆E distribution of the individual background sources are determined either from simulation
(for B → J/ψX) or from the m"+"− sidebands in data (for non-J/ψ background). Figure 1 shows
the distributions of mES obtained for the BCP and Bflav events, and ∆E obtained for the J/ψK0

L
events.

)2 (GeV/cESm

5.2 5.22 5.24 5.26 5.28

2
E

v
e
n
ts

 /
 2

 M
e
V

/c

0

1000

2000

)2 (GeV/cESm

5.2 5.22 5.24 5.26 5.28

2
E

v
e
n
ts

 /
 2

 M
e
V

/c

0

1000

2000 S

0
K! J/"0B

S

0
(2S)K! "0B

S
0K

c1
# "0B

S
0K

c
$ "0B

a)

E (MeV)%
0 20 40 60 80

E
v
e
n
ts

 /
 2

 M
e
V

0

500

1000

E (MeV)%
0 20 40 60 80

E
v
e
n
ts

 /
 2

 M
e
V

0

500

1000

L

0
K! J/"0B

BABAR
preliminary

b)

)2 (GeV/cESm
5.2 5.22 5.24 5.26 5.28

2
E

v
e
n
ts

 /
 2

 M
e
V

/c

0

100

200

)2 (GeV/cESm
5.2 5.22 5.24 5.26 5.28

2
E

v
e
n
ts

 /
 2

 M
e
V

/c

0

100

200
*0

K! J/"0B

c)

)2 (GeV/cESm
5.2 5.22 5.24 5.26 5.28

2
E

v
e
n
ts

 /
 4

 M
e
V

/c

0

20

40

60

80

3
10&

)2 (GeV/cESm
5.2 5.22 5.24 5.26 5.28

2
E

v
e
n
ts

 /
 4

 M
e
V

/c

0

20

40

60

80

3
10&

 modes
flav

B

d)

Figure 1: Distributions for BCP and Bflav candidates satisfying the tagging and vertexing require-
ments: a) mES for the final states J/ψK0

S
, ψ(2S)K0

S
, χc1K0

S
, and ηcK0

S
, b) ∆E for the final state

J/ψK0
L
, c) mES for J/ψK∗0(K∗0 → K0

S
π0), and d) mES for the Bflav sample. In each plot, the

shaded region is the estimated background contribution.

We determine Sf and Cf from a simultaneous maximum likelihood fit to the ∆t distribution of
the tagged BCP and Bflav samples. The ∆t distributions of the BCP sample are modeled by Eq. 1.
Those of the Bflav sample evolve according to Eq. 1 with Sf = Cf = 0. The observed amplitudes
for the CP asymmetry in the BCP sample and for flavor oscillation in the Bflav sample are reduced
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Mode Nevts P (%)

J/ψK0
S 9073 95

J/ψK0
L 7813 56

J/ψK∗
0 1735 56

ψ(2S)K0
S 1157 87

χc1K0
S 517 88

ηcK0
S 512 79

Total 20807 76

(accepted	 by	 PRD)
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quality (r > 0:5) events. The sign of each !t measurement
for final states with a K0

L is inverted in order to combine
results with K0

S and K0
L mesons.

The dominant sources of systematic error for sin2!eff
1 in

b! s "qq modes come from the uncertainties in the reso-
lution function for the signal (0.03 for the B0 ! "0K0

mode, 0.04 for the !K0 mode, 0.05 for the B0 !
K0
SK

0
SK

0
S mode) and in the background fraction (0.02,

0.04, 0.06). The effect of f0!980"K0 background in the
!K0 mode (0.02) is estimated using the BES measurement
of the f0!980" line shape [18] and is included in the
background fraction systematic error. The dominant
sources for Af in b! s "qq modes are the effects of tag-
side interference [19] (0.02, 0.03, 0.04), the uncertainties in
the background fraction (0.02, 0.03, 0.05), in the vertex
reconstruction (0.02 for all modes), and in the resolution
function (0.02, 0.01, 0.02). We study the possible correla-
tions between Rs=b, p#

B and r PDFs used for !K0
L and

"0K0
L, which are neglected in the nominal result, and

include their effect in the systematic uncertainties in the
background fraction. Other contributions come from un-
certainties in wrong tag fractions, the background !t dis-
tribution, #B0 and !md. A possible fit bias is examined by
fitting a large number of MC events and is found to be
small.

The dominant sources of systematic errors for the B0 !
J= K0 mode are the uncertainties in the vertex reconstruc-
tion (0.012 for sin2!1, 0.009 for Af), in the resolution
function for the signal (0.006, 0.001), in the background
fraction (0.006, 0.002), in the flavor tagging (0.004, 0.003),
a possible fit bias (0.007, 0.004) and the effect of the
tagside interference (0.001, 0.009). Other contributions
amount to less than 0.001. We add each contribution in
quadrature to obtain the total systematic uncertainty.

For the B0 ! "0K0 mode, we observe CP violation with
a significance equivalent to 5.6 standard deviations for a
Gaussian error, where the significance is calculated using
the Feldman-Cousins frequentist approach [20]. The re-
sults for B0 ! "0K0, !K0 and K0

SK
0
SK

0
S decays are all

consistent with the value of sin2!1 obtained from the
decay B0 ! J= K0 within 2 standard deviations. No direct
CP violation is observed in these decay modes. Further
measurements with much larger data samples are required
to search for new, beyond the SM, CP-violating phases in
the b! s transition.
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SNSF (Switzerland); NSC and MOE (Taiwan); and DOE
(U.S.A.).

[1] Y. Grossman and M. P. Worah, Phys. Lett. B 395, 241
(1997); D. London and A. Soni, Phys. Lett. B 407, 61
(1997); T. Moroi, Phys. Lett. B 493, 366 (2000); D.
Chang, A. Masiero, and H. Murayama, Phys. Rev. D 67,
075013 (2003); S. Baek, T. Goto, Y. Okada, and K.
Okumura, Phys. Rev. D 64, 095001 (2001).

[2] A. B. Carter and A. I. Sanda, Phys. Rev. D 23, 1567
(1981); I. I. Bigi and A. I. Sanda, Nucl. Phys. B193, 85
(1981).

[3] M. Kobayashi and T. Maskawa, Prog. Theor. Phys. 49, 652
(1973).

[4] N. Cabibbo, Phys. Rev. Lett. 10, 531 (1963).
[5] Another naming convention $!$ !1" is also used in

literatures.
[6] M. Beneke and M. Neubert, Nucl. Phys. B675, 333

(2003); M. Beneke, Phys. Lett. B 620, 143 (2005); H.-Y.
Cheng, C.-K. Chua, and A. Soni, Phys. Rev. D 72, 014006
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(d) B0 → J/ψK0
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FIG. 3 (color online). Background-subtracted !t distributions
and asymmetries for events with good tags (r > 0:5) for
(a) B0 ! "0K0, (b) B0 ! !K0, (c) B0 ! K0

SK
0
SK

0
S, and

(d) B0 ! J= K0. In the asymmetry plots, solid curves show
the fit results; dashed curves show the SM expectation from our
B0 ! J= K0 measurement.

TABLE I. Results of the fits to the !t distributions. The first
errors are statistical and the second errors are systematic.

Mode sin2!eff
1 Af

!K0 %0:50& 0:21& 0:06 %0:07& 0:15& 0:05
"0K0 %0:64& 0:10& 0:04 '0:01& 0:07& 0:05
K0
SK

0
SK

0
S %0:30& 0:32& 0:08 %0:31& 0:20& 0:07

J= K0 %0:642& 0:031& 0:017 %0:018& 0:021& 0:014

PRL 98, 031802 (2007) P H Y S I C A L R E V I E W L E T T E R S week ending
19 JANUARY 2007

031802-5

ξf ≡ ηf

quality (r > 0:5) events. The sign of each !t measurement
for final states with a K0

L is inverted in order to combine
results with K0

S and K0
L mesons.

The dominant sources of systematic error for sin2!eff
1 in

b! s "qq modes come from the uncertainties in the reso-
lution function for the signal (0.03 for the B0 ! "0K0

mode, 0.04 for the !K0 mode, 0.05 for the B0 !
K0
SK

0
SK

0
S mode) and in the background fraction (0.02,

0.04, 0.06). The effect of f0!980"K0 background in the
!K0 mode (0.02) is estimated using the BES measurement
of the f0!980" line shape [18] and is included in the
background fraction systematic error. The dominant
sources for Af in b! s "qq modes are the effects of tag-
side interference [19] (0.02, 0.03, 0.04), the uncertainties in
the background fraction (0.02, 0.03, 0.05), in the vertex
reconstruction (0.02 for all modes), and in the resolution
function (0.02, 0.01, 0.02). We study the possible correla-
tions between Rs=b, p#

B and r PDFs used for !K0
L and

"0K0
L, which are neglected in the nominal result, and

include their effect in the systematic uncertainties in the
background fraction. Other contributions come from un-
certainties in wrong tag fractions, the background !t dis-
tribution, #B0 and !md. A possible fit bias is examined by
fitting a large number of MC events and is found to be
small.

The dominant sources of systematic errors for the B0 !
J= K0 mode are the uncertainties in the vertex reconstruc-
tion (0.012 for sin2!1, 0.009 for Af), in the resolution
function for the signal (0.006, 0.001), in the background
fraction (0.006, 0.002), in the flavor tagging (0.004, 0.003),
a possible fit bias (0.007, 0.004) and the effect of the
tagside interference (0.001, 0.009). Other contributions
amount to less than 0.001. We add each contribution in
quadrature to obtain the total systematic uncertainty.

For the B0 ! "0K0 mode, we observe CP violation with
a significance equivalent to 5.6 standard deviations for a
Gaussian error, where the significance is calculated using
the Feldman-Cousins frequentist approach [20]. The re-
sults for B0 ! "0K0, !K0 and K0

SK
0
SK

0
S decays are all

consistent with the value of sin2!1 obtained from the
decay B0 ! J= K0 within 2 standard deviations. No direct
CP violation is observed in these decay modes. Further
measurements with much larger data samples are required
to search for new, beyond the SM, CP-violating phases in
the b! s transition.
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(d) B0 → J/ψK0
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FIG. 3 (color online). Background-subtracted !t distributions
and asymmetries for events with good tags (r > 0:5) for
(a) B0 ! "0K0, (b) B0 ! !K0, (c) B0 ! K0

SK
0
SK

0
S, and

(d) B0 ! J= K0. In the asymmetry plots, solid curves show
the fit results; dashed curves show the SM expectation from our
B0 ! J= K0 measurement.

TABLE I. Results of the fits to the !t distributions. The first
errors are statistical and the second errors are systematic.

Mode sin2!eff
1 Af

!K0 %0:50& 0:21& 0:06 %0:07& 0:15& 0:05
"0K0 %0:64& 0:10& 0:04 '0:01& 0:07& 0:05
K0
SK

0
SK

0
S %0:30& 0:32& 0:08 %0:31& 0:20& 0:07

J= K0 %0:642& 0:031& 0:017 %0:018& 0:021& 0:014
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TABLE I: Number of signal B candidates (Nsig) and esti-
mated signal purity (p) in the signal region after flavor tagging
and vertex reconstruction.

Mode Nsig p
ψ(2S)(l+l−)K0

S 628 ± 26 0.92 ± 0.01
ψ(2S)(J/ψπ+π−)K0

S 656 ± 26 0.92 ± 0.01

which have a final state similar to the signal but with
higher statistics. This sample, where no CP asymme-
try is expected, is also used to check the potential bias
in the measurements of CP violation parameters. The
signal yields and purity in the ∆E-Mbc signal region af-
ter flavor tagging and vertex reconstruction are listed in
Table I. We define the purity as the ratio of the signal
yield to the total number of candidate events in the signal
region.

We determine SfCP
and AfCP

by performing an un-
binned maximum-likelihood fit to the observed ∆t distri-
bution for the candidate events in the signal region. The
likelihood function is

L(SfCP
,AfCP

) =
∏

i

Pi(SfCP
,AfCP

; ∆ti), (2)

where the product includes events in the signal region.
We only use events with vertices that satisfy |∆t| < 70 ps
and ξ < 250, where ξ is the χ2 of the vertex fit calculated
only in the z direction. The probability density function
(PDF) is given by

Pi = (1 − fol)

∫
[

fsigPsig(∆t′)Rsig(∆ti − ∆t′)

+ fpeakPpeak(∆t′)Rsig(∆ti − ∆t′)

+ (1 − fsig − fpeak)Pbkg(∆t′)Rbkg(∆ti − ∆t′)

]

d(∆t′)

+ folPol(∆ti). (3)

The signal fraction fsig and the peaking fraction fpeak

depend on the r region and are calculated on an event-
by-event basis as a function of ∆E and Mbc. The PDF
for signal events, Psig(∆t), is given by Eq. 1 and modified
to incorporate the effect of incorrect flavor assignment;
the parameters τB0 and ∆md are fixed to their world-
average values [11]. The distribution is then convolved
with a resolution function Rsig(∆t) to take into account
the finite vertex resolution. The resolution function pa-
rameters, along with the wrong tag fractions for the six
r intervals, wl (l = 1, 6) and possible differences in wl

between B0 and B0 decays (∆wl) are determined us-
ing a high-statistics control sample of semileptonic and
hadronic b → c decays [4, 12]. The PDF for non-peaking
background events, Pbkg(∆t), is modeled as a sum of ex-
ponential and prompt components and is convolved with
a sum of two Gaussians, which parameterizes the reso-
lution function Rbkg(∆t). Parameters in Pbkg(∆t) and
Rbkg(∆t) are determined from a fit to the ∆t distribu-
tion of events in the ∆E-Mbc data sideband (Mbc < 5.26

GeV/c2, −0.03 GeV < ∆E < 0.20 GeV). The PDF for
peaking background events, Ppeak(∆t), is the same as
Psig(∆t) with CP parameters fixed to zero. The term
Pol(∆t) is a broad Gaussian function that represents an
outlier component with a small fraction fol. The only free
parameters in the final fit are SfCP

and AfCP
; these are

determined by maximizing the likelihood function given
by Eq. 2.

The unbinned maximum-likelihood fit to the 1300
events in the signal region results in the CP violation
parameters,

Sψ(2S)K0
S

= +0.72± 0.09(stat) ± 0.03(syst),

Aψ(2S)K0
S

= +0.04± 0.07(stat) ± 0.05(syst),

where the systematic uncertainties listed are described
below. We define the raw asymmetry in each ∆t bin by
(N+−N−)/(N+ +N−), where N+ (N−) is the number of
observed candidates with q = +1 (−1). Figure 2 shows
the observed ∆t distributions for q = +1 and q = −1
with no requirement on the tagging quality (top), and
the raw asymmetry for events with good tagging quality
(r > 0.5) (bottom).
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FIG. 2: (color online). The top plot shows the ∆t distribu-
tions for q = +1 and q = −1 with no requirement on r. The
dashed curve is the sum of backgrounds while the solid curves
are the sum of signal and backgrounds. The bottom plot is
the raw asymmetry of well-tagged events (r > 0.5, 45% of
the total). The solid curve shows the result of the unbinned
maximum-likelihood fit.

The systematic errors on SfCP
and AfCP

, summarized
in Table II, are evaluated by fitting the data with each
fixed parameter varied by its 1 standard deviation (σ) er-
ror. The MC-determined parameters are varied by ±2σ

ψ(2S)K0
S

quality (r > 0:5) events. The sign of each !t measurement
for final states with a K0

L is inverted in order to combine
results with K0

S and K0
L mesons.

The dominant sources of systematic error for sin2!eff
1 in

b! s "qq modes come from the uncertainties in the reso-
lution function for the signal (0.03 for the B0 ! "0K0

mode, 0.04 for the !K0 mode, 0.05 for the B0 !
K0
SK

0
SK

0
S mode) and in the background fraction (0.02,

0.04, 0.06). The effect of f0!980"K0 background in the
!K0 mode (0.02) is estimated using the BES measurement
of the f0!980" line shape [18] and is included in the
background fraction systematic error. The dominant
sources for Af in b! s "qq modes are the effects of tag-
side interference [19] (0.02, 0.03, 0.04), the uncertainties in
the background fraction (0.02, 0.03, 0.05), in the vertex
reconstruction (0.02 for all modes), and in the resolution
function (0.02, 0.01, 0.02). We study the possible correla-
tions between Rs=b, p#

B and r PDFs used for !K0
L and

"0K0
L, which are neglected in the nominal result, and

include their effect in the systematic uncertainties in the
background fraction. Other contributions come from un-
certainties in wrong tag fractions, the background !t dis-
tribution, #B0 and !md. A possible fit bias is examined by
fitting a large number of MC events and is found to be
small.

The dominant sources of systematic errors for the B0 !
J= K0 mode are the uncertainties in the vertex reconstruc-
tion (0.012 for sin2!1, 0.009 for Af), in the resolution
function for the signal (0.006, 0.001), in the background
fraction (0.006, 0.002), in the flavor tagging (0.004, 0.003),
a possible fit bias (0.007, 0.004) and the effect of the
tagside interference (0.001, 0.009). Other contributions
amount to less than 0.001. We add each contribution in
quadrature to obtain the total systematic uncertainty.

For the B0 ! "0K0 mode, we observe CP violation with
a significance equivalent to 5.6 standard deviations for a
Gaussian error, where the significance is calculated using
the Feldman-Cousins frequentist approach [20]. The re-
sults for B0 ! "0K0, !K0 and K0

SK
0
SK

0
S decays are all

consistent with the value of sin2!1 obtained from the
decay B0 ! J= K0 within 2 standard deviations. No direct
CP violation is observed in these decay modes. Further
measurements with much larger data samples are required
to search for new, beyond the SM, CP-violating phases in
the b! s transition.
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(d) B0 → J/ψK0
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FIG. 3 (color online). Background-subtracted !t distributions
and asymmetries for events with good tags (r > 0:5) for
(a) B0 ! "0K0, (b) B0 ! !K0, (c) B0 ! K0

SK
0
SK

0
S, and

(d) B0 ! J= K0. In the asymmetry plots, solid curves show
the fit results; dashed curves show the SM expectation from our
B0 ! J= K0 measurement.

TABLE I. Results of the fits to the !t distributions. The first
errors are statistical and the second errors are systematic.

Mode sin2!eff
1 Af

!K0 %0:50& 0:21& 0:06 %0:07& 0:15& 0:05
"0K0 %0:64& 0:10& 0:04 '0:01& 0:07& 0:05
K0
SK

0
SK

0
S %0:30& 0:32& 0:08 %0:31& 0:20& 0:07

J= K0 %0:642& 0:031& 0:017 %0:018& 0:021& 0:014
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Mode Nevts P (%)

J/ψK0
S 7484 –

J/ψK0
L 6512 –

ψ(2S)K0
S 1284 92

S = 0.642± 0.031± 0.017
C = 0.018± 0.021± 0.014

                      b→ ccs modes

and vertex reconstruction for B0 ! !0K0, "K0, and
K0
SK

0
SK

0
S candidates. The Mbc distribution for the B0 !

J= K0
S candidates and p!

B distribution for the B0 !
J= K0

L candidates are shown in Fig. 2. The signal yield
for each mode is obtained from an unbinned maximum-
likelihood fit to these distributions; the !E distribution is
also included in the fit for the modes without a K0

L meson.
The signal shape for each decay mode is determined from

MC events. The background has two components: contin-
uum, which is modeled using events outside the signal
region, and B "B background, which is modeled with MC
events. The signal yields are determined to be 307" 21 for
B0 ! "K0

S, 114" 17 for B0 ! "K0
L, 1421" 46 for B0 !

!0K0
S, 454" 39 for B0 ! !0K0

L, 185" 17 for B0 !
K0
SK

0
SK

0
S, 7484" 87 for B0 ! J= K0

S, and 6512" 123
for B0 ! J= K0

L, where errors are statistical only.
We determine Sf and Af for each mode by performing

an unbinned maximum-likelihood fit to the observed !t
distribution. The probability density function (PDF) for the
signal distribution, P sig#!t;Sf;Af; q; wl;!wl$, is given
by Eq. (1) fixing #B0 and !md at their world average values
[17] and incorporating the effect of incorrect flavor assign-
ment. The distribution is convolved with the proper-time
interval resolution function Rsig#!t$, which takes into ac-
count the finite vertex resolution [16]. We determine the
following likelihood for each event:

 Pi % #1& fol$
X

k

fk
Z
'P k#!t0$Rk#!ti & !t0$(d#!t0$

) folPol#!ti$; (2)

where k denotes signal, continuum, and B "B background
components. In the B0 ! K0

SK
0
SK

0
S and J= K0

S samples the
B "B component is negligibly small and not included in the
fit. The fraction of each component fk depends on the r
region and is calculated on an event-by-event basis as a
function of the following variables: !E and Mbc for B0 !
J= K0

S; p!
B for B0 ! J= K0

L; p!
B and Rs=b for B0 ! !0K0

L
and "K0

L; Mbc and Rs=b for B0 ! "#! K0
SK

0
L$K0

S; !E,
Mbc and Rs=b for the other modes. The PDF P k#!t$ for
background events is convolved with the resolution func-
tion Rk for the background [7,10]. The term Pol#!t$ is
a broad Gaussian function that represents a small
outlier component with a fraction of fol [16]. The only
free parameters in the fits are Sf and Af, which are
determined by maximizing the likelihood function L %Q
iPi#!ti;Sf;Af$ where the product is over all events.
Table I summarizes the fit results for sin2"eff

1 and Af.
These results are consistent with and supersede our pre-
vious measurements [7,10]. Fits to each individual mode
with K0

S and K0
L yield #S!0K0

S
;A!0K0

S
$ % #)0:67"

0:11;&0:03" 0:07$, #S!0K0
L
;A!0K0

L
$ % #&0:46" 0:24;

)0:09" 0:16$, #S"K0
S
;A"K0

S
$ % #)0:50" 0:23;

)0:11" 0:16$, #S"K0
L
;A"K0

L
$ % #&0:46" 0:56;&0:15"

0:38$, #SJ= K0
S
;AJ= K0

S
$ % #)0:643" 0:038;&0:001"

0:028$, and #SJ= K0
L
;AJ= K0

L
$ % #&0:641" 0:057;

)0:045" 0:033$, where errors are statistical only. We
define the background-subtracted asymmetry in each !t
bin by #N) & N&$=#N) ) N&$, where N)#N&$ is the sig-
nal yield with q % )1#&1$. Figures 3(a), 3(c), and 3(d)
show the !t distributions and asymmetries for good tag
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the ψ(2S) → J/ψπ+π− candidates, ∆M ≡ Ml+l−π+π− −
Ml+l− is required to be within 0.580 GeV/c2 < ∆M <
0.600 GeV/c2. To reduce the fraction of incorrectly
reconstructed ψ(2S) signal candidates, we select π+π−

pairs with an invariant mass greater than 400 MeV/c2.
The K0

S selection criteria are the same as those de-
scribed in Ref. [12]; the invariant mass of the pion pairs
is required to satisfy 0.482 GeV/c2 < Mπ+π− < 0.514
GeV/c2.

We combine the ψ(2S) and K0
S to form a neutral B

meson. The B candidates are identified using two kine-
matic variables: the energy difference ∆E ≡ Ecms

B −
Ecms

beam and the beam-energy-constrained mass Mbc ≡
√

(Ecms
beam)2 − (pcms

B )2, where Ecms
beam is the beam energy in

the cms, and Ecms
B and pcms

B are the cms energy and mo-
mentum, respectively, of the reconstructed B candidate.
In order to improve the ∆E resolution, the masses of the
selected J/ψ and ψ(2S) candidates are constrained to
their nominal masses using mass-constrained kinematic
fits. For the CP asymmetry fit, we select the candidates
in the ∆E-Mbc signal region defined as |∆E| < 0.03 GeV
and 5.27 GeV/c2 < Mbc < 5.29 GeV/c2. To suppress
background from e+e− → qq (q = u, d, s, or c) contin-
uum events, we require that the event-shape variable R2

be less than 0.5, where R2 is the ratio of second to zeroth
Fox-Wolfram moments [13].

The b flavor of the accompanying B meson is identi-
fied by a tagging algorithm [14] that categorizes charged
leptons, kaons, and Λ baryons found in the event. The
algorithm returns two parameters: the b-flavor charge q,
and r, which measures the tag quality and varies from
r = 0 for no flavor discrimination to r = 1 for unam-
biguous flavor assignment. If r < 0.1, the accompanying
B meson provides negligible tagging information and we
set the wrong tag probability to 0.5. Events with r > 0.1
are divided into six r intervals.

The vertex position for the fCP decay is reconstructed
using charged tracks that have a minimum number of
SVD hits [15]. A constraint on the interaction point is
also used with the selected tracks; the interaction point
profile is convolved with the finite B-flight length in the
plane perpendicular to the z axis. The pions from K0

S
decays are not used for vertexing. The typical vertex
reconstruction efficiency and z resolution are 95% and
78 µm, respectively [12]. The ftag vertex determina-
tion is obtained with well-reconstructed tracks that are
not assigned to fCP . The typical vertex reconstruc-
tion efficiency and z resolution are 93% and 140 µm,
respectively [12]. After all selection criteria are ap-
plied, we obtain 1618 and 1202 events for the l+l− and
J/ψπ+π− modes in the ∆E-Mbc fit region defined as 5.2
GeV/c2 < Mbc < 5.3 GeV/c2 and −0.1 GeV < ∆E <
0.1 GeV, of which 680 and 712, respectively, are in the
signal region.

Figure 1 shows the reconstructed variables ∆E and
Mbc after flavor tagging and vertex reconstruction. The
signal yield is obtained from an extended unbinned
maximum-likelihood fit to the ∆E-Mbc distribution. We

model the shape for the signal component using the prod-
uct of a double Gaussian for ∆E and a single Gaussian
for Mbc whereas the combinatorial background is de-
scribed by the product of a first-order polynomial for
∆E and an ARGUS [16] function for Mbc. For the
ψ(2S) → J/ψπ+π− mode, there is a background com-
ponent that peaks like the signal (peaking background)
in the ∆E-Mbc signal region. This peaking background is
mainly due to the J/ψK1(1270)0, J/ψK∗(892)−π+ and
J/ψK0

Sπ+π− modes, with no real ψ(2S) → J/ψπ+π− in
the final state. The fraction of such peaking events is es-
timated to be 1% from the ∆M sidebands in data. The
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FIG. 1: (color online). (a) ∆E distribution within the Mbc

signal region, (b) Mbc distribution within the ∆E signal re-
gion for B0

→ ψ(2S)K0
S . The solid curves show the fits to the

signal plus background distributions, while the dashed curves
show the background contributions. The small contribution
from peaking backgrounds is discussed in the text.

(a)

(b)

signal and background shapes for each decay mode are
determined from Monte Carlo (MC) events; these shapes
are adjusted for small differences between MC and data
using a control sample of B+ → ψ(2S)K+ [17] events,

ψ(2S)K0
S

S = 0.720± 0.090± 0.030
C = 0.040± 0.070± 0.050

Dominant	 systematics:

·S:	 vertex	 reconstruction.
·C:	 interference	 in	 
tag-side	 DCSD.
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Sf and Cf

·Large	 BF	 (	 	 	 	 	 	 	 	 	 	 	 	 	 )	 yields	 small	 errors	 
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65× 10−6

·7	 decay	 channels:	 
η�( ργ, ηγγπ+π−, η3ππ+π−) KS(π+π−)
η�( ργ, ηγγπ+π−) KS(π0π0)
η�( ηγγπ+π−, η3ππ+π−) KL

           B0 → η�K0

535M	 BB

465M	 BB

and vertex reconstruction for B0 ! !0K0, "K0, and
K0
SK

0
SK

0
S candidates. The Mbc distribution for the B0 !

J= K0
S candidates and p!

B distribution for the B0 !
J= K0

L candidates are shown in Fig. 2. The signal yield
for each mode is obtained from an unbinned maximum-
likelihood fit to these distributions; the !E distribution is
also included in the fit for the modes without a K0

L meson.
The signal shape for each decay mode is determined from

MC events. The background has two components: contin-
uum, which is modeled using events outside the signal
region, and B "B background, which is modeled with MC
events. The signal yields are determined to be 307" 21 for
B0 ! "K0

S, 114" 17 for B0 ! "K0
L, 1421" 46 for B0 !

!0K0
S, 454" 39 for B0 ! !0K0

L, 185" 17 for B0 !
K0
SK

0
SK

0
S, 7484" 87 for B0 ! J= K0

S, and 6512" 123
for B0 ! J= K0

L, where errors are statistical only.
We determine Sf and Af for each mode by performing

an unbinned maximum-likelihood fit to the observed !t
distribution. The probability density function (PDF) for the
signal distribution, P sig#!t;Sf;Af; q; wl;!wl$, is given
by Eq. (1) fixing #B0 and !md at their world average values
[17] and incorporating the effect of incorrect flavor assign-
ment. The distribution is convolved with the proper-time
interval resolution function Rsig#!t$, which takes into ac-
count the finite vertex resolution [16]. We determine the
following likelihood for each event:

 Pi % #1& fol$
X

k

fk
Z
'P k#!t0$Rk#!ti & !t0$(d#!t0$

) folPol#!ti$; (2)

where k denotes signal, continuum, and B "B background
components. In the B0 ! K0

SK
0
SK

0
S and J= K0

S samples the
B "B component is negligibly small and not included in the
fit. The fraction of each component fk depends on the r
region and is calculated on an event-by-event basis as a
function of the following variables: !E and Mbc for B0 !
J= K0

S; p!
B for B0 ! J= K0

L; p!
B and Rs=b for B0 ! !0K0

L
and "K0

L; Mbc and Rs=b for B0 ! "#! K0
SK

0
L$K0

S; !E,
Mbc and Rs=b for the other modes. The PDF P k#!t$ for
background events is convolved with the resolution func-
tion Rk for the background [7,10]. The term Pol#!t$ is
a broad Gaussian function that represents a small
outlier component with a fraction of fol [16]. The only
free parameters in the fits are Sf and Af, which are
determined by maximizing the likelihood function L %Q
iPi#!ti;Sf;Af$ where the product is over all events.
Table I summarizes the fit results for sin2"eff

1 and Af.
These results are consistent with and supersede our pre-
vious measurements [7,10]. Fits to each individual mode
with K0

S and K0
L yield #S!0K0

S
;A!0K0

S
$ % #)0:67"

0:11;&0:03" 0:07$, #S!0K0
L
;A!0K0

L
$ % #&0:46" 0:24;

)0:09" 0:16$, #S"K0
S
;A"K0

S
$ % #)0:50" 0:23;

)0:11" 0:16$, #S"K0
L
;A"K0

L
$ % #&0:46" 0:56;&0:15"

0:38$, #SJ= K0
S
;AJ= K0

S
$ % #)0:643" 0:038;&0:001"

0:028$, and #SJ= K0
L
;AJ= K0

L
$ % #&0:641" 0:057;

)0:045" 0:033$, where errors are statistical only. We
define the background-subtracted asymmetry in each !t
bin by #N) & N&$=#N) ) N&$, where N)#N&$ is the sig-
nal yield with q % )1#&1$. Figures 3(a), 3(c), and 3(d)
show the !t distributions and asymmetries for good tag
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and vertex reconstruction for B0 ! !0K0, "K0, and
K0
SK

0
SK

0
S candidates. The Mbc distribution for the B0 !

J= K0
S candidates and p!

B distribution for the B0 !
J= K0

L candidates are shown in Fig. 2. The signal yield
for each mode is obtained from an unbinned maximum-
likelihood fit to these distributions; the !E distribution is
also included in the fit for the modes without a K0

L meson.
The signal shape for each decay mode is determined from

MC events. The background has two components: contin-
uum, which is modeled using events outside the signal
region, and B "B background, which is modeled with MC
events. The signal yields are determined to be 307" 21 for
B0 ! "K0

S, 114" 17 for B0 ! "K0
L, 1421" 46 for B0 !

!0K0
S, 454" 39 for B0 ! !0K0

L, 185" 17 for B0 !
K0
SK

0
SK

0
S, 7484" 87 for B0 ! J= K0

S, and 6512" 123
for B0 ! J= K0

L, where errors are statistical only.
We determine Sf and Af for each mode by performing

an unbinned maximum-likelihood fit to the observed !t
distribution. The probability density function (PDF) for the
signal distribution, P sig#!t;Sf;Af; q; wl;!wl$, is given
by Eq. (1) fixing #B0 and !md at their world average values
[17] and incorporating the effect of incorrect flavor assign-
ment. The distribution is convolved with the proper-time
interval resolution function Rsig#!t$, which takes into ac-
count the finite vertex resolution [16]. We determine the
following likelihood for each event:

 Pi % #1& fol$
X

k

fk
Z
'P k#!t0$Rk#!ti & !t0$(d#!t0$

) folPol#!ti$; (2)

where k denotes signal, continuum, and B "B background
components. In the B0 ! K0

SK
0
SK

0
S and J= K0

S samples the
B "B component is negligibly small and not included in the
fit. The fraction of each component fk depends on the r
region and is calculated on an event-by-event basis as a
function of the following variables: !E and Mbc for B0 !
J= K0

S; p!
B for B0 ! J= K0

L; p!
B and Rs=b for B0 ! !0K0

L
and "K0

L; Mbc and Rs=b for B0 ! "#! K0
SK

0
L$K0

S; !E,
Mbc and Rs=b for the other modes. The PDF P k#!t$ for
background events is convolved with the resolution func-
tion Rk for the background [7,10]. The term Pol#!t$ is
a broad Gaussian function that represents a small
outlier component with a fraction of fol [16]. The only
free parameters in the fits are Sf and Af, which are
determined by maximizing the likelihood function L %Q
iPi#!ti;Sf;Af$ where the product is over all events.
Table I summarizes the fit results for sin2"eff

1 and Af.
These results are consistent with and supersede our pre-
vious measurements [7,10]. Fits to each individual mode
with K0

S and K0
L yield #S!0K0

S
;A!0K0

S
$ % #)0:67"

0:11;&0:03" 0:07$, #S!0K0
L
;A!0K0

L
$ % #&0:46" 0:24;

)0:09" 0:16$, #S"K0
S
;A"K0

S
$ % #)0:50" 0:23;

)0:11" 0:16$, #S"K0
L
;A"K0

L
$ % #&0:46" 0:56;&0:15"

0:38$, #SJ= K0
S
;AJ= K0

S
$ % #)0:643" 0:038;&0:001"

0:028$, and #SJ= K0
L
;AJ= K0

L
$ % #&0:641" 0:057;

)0:045" 0:033$, where errors are statistical only. We
define the background-subtracted asymmetry in each !t
bin by #N) & N&$=#N) ) N&$, where N)#N&$ is the sig-
nal yield with q % )1#&1$. Figures 3(a), 3(c), and 3(d)
show the !t distributions and asymmetries for good tag

 

0
200
400
600
800

1000
1200

5.2 5.25 5.3
Mbc (GeV/c2)

E
ve

nt
s/

(0
.0

01
G

eV
/c

2 )

(a) J/ψ K0
S

 (GeV/c)
B

p*
0 0.5 1 1.5 2

E
ve

nt
s/

(0
.0

5G
eV

/c
)

0

1000

2000

3000

0
L

 Kψ(b) J/
data

LKΨJ/
X BG,LKΨJ/

 detectedLK
X BGΨJ/

combinatorial BG

FIG. 2 (color online). (a) Mbc distribution in the !E signal
region for selected B0 ! J= K0

S candidates and (b) p!
B distri-

bution for selected B0 ! J= K0
L candidates.

 

0

200

400

0

200

400

600

0

100

200

300

0

100

200

E
ve

nt
s/

(0
.0

02
5G

eV
/c

2 )

0

100

200

300

0 0.5 1

E
ve

nt
s/

0.
1

Rs/b

0

100

200

5.2 5.25 5.25 5.3
Mbc(GeV/c2)

E
ve

nt
s/

0.
05

(a) η′K0
S

(d) φK0
S

(g) K0
SK0

SK0
S

(b) η′K0
S

(e)
φK0

S

(h) K0
SK0

SK0
S

(c) η′K0
S

(f) φK0
S

(i) K0
SK0

SK0
S

Rs/b ≤ 0.5

Rs/b ≤ 0.5

Rs/b ≤ 0.5

Rs/b > 0.5

Rs/b > 0.5

Rs/b > 0.5

0
200
400
600
800

0

50

100

150

0.5 0.75 1
0

50
100
150
200

0 0.4 0.8

0
20
40
60
80

Rs/b

E
ve

nt
s/

0.
02

(j) η′K0
L (k) η′K0

L

(l) φK0
L (m) φK0

L

p*
B
(GeV/c)

E
ve

nt
s/

(0
.0

5G
ev

/c
)

E
ve

nt
s/

(0
.1

G
ev

/c
)

FIG. 1 (color online). Rs=b, Mbc, and p!
B distributions for

reconstructed candidates: Rs=b, Mbc with Rs=b * 0:5 and Mbc

with Rs=b > 0:5 distributions for (a)–(c) B0 ! !0K0
S, (d)–

(f) B0 ! "K0
S, and (g)–(i) B0 ! K0

SK
0
SK

0
S; Rs=b and p!

B for
( j),(k) B0 ! !0K0

L and (l),(m) B0 ! "K0
L. The solid curves and

histograms show the fits to signal plus background distributions,
and hatched areas show the background contributions.
Background contributions are subtracted in (k),(m).

PRL 98, 031802 (2007) P H Y S I C A L R E V I E W L E T T E R S week ending
19 JANUARY 2007

031802-4

and vertex reconstruction for B0 ! !0K0, "K0, and
K0
SK

0
SK

0
S candidates. The Mbc distribution for the B0 !

J= K0
S candidates and p!

B distribution for the B0 !
J= K0

L candidates are shown in Fig. 2. The signal yield
for each mode is obtained from an unbinned maximum-
likelihood fit to these distributions; the !E distribution is
also included in the fit for the modes without a K0

L meson.
The signal shape for each decay mode is determined from

MC events. The background has two components: contin-
uum, which is modeled using events outside the signal
region, and B "B background, which is modeled with MC
events. The signal yields are determined to be 307" 21 for
B0 ! "K0

S, 114" 17 for B0 ! "K0
L, 1421" 46 for B0 !

!0K0
S, 454" 39 for B0 ! !0K0

L, 185" 17 for B0 !
K0
SK

0
SK

0
S, 7484" 87 for B0 ! J= K0

S, and 6512" 123
for B0 ! J= K0

L, where errors are statistical only.
We determine Sf and Af for each mode by performing

an unbinned maximum-likelihood fit to the observed !t
distribution. The probability density function (PDF) for the
signal distribution, P sig#!t;Sf;Af; q; wl;!wl$, is given
by Eq. (1) fixing #B0 and !md at their world average values
[17] and incorporating the effect of incorrect flavor assign-
ment. The distribution is convolved with the proper-time
interval resolution function Rsig#!t$, which takes into ac-
count the finite vertex resolution [16]. We determine the
following likelihood for each event:

 Pi % #1& fol$
X

k

fk
Z
'P k#!t0$Rk#!ti & !t0$(d#!t0$

) folPol#!ti$; (2)

where k denotes signal, continuum, and B "B background
components. In the B0 ! K0

SK
0
SK

0
S and J= K0

S samples the
B "B component is negligibly small and not included in the
fit. The fraction of each component fk depends on the r
region and is calculated on an event-by-event basis as a
function of the following variables: !E and Mbc for B0 !
J= K0

S; p!
B for B0 ! J= K0

L; p!
B and Rs=b for B0 ! !0K0

L
and "K0

L; Mbc and Rs=b for B0 ! "#! K0
SK

0
L$K0

S; !E,
Mbc and Rs=b for the other modes. The PDF P k#!t$ for
background events is convolved with the resolution func-
tion Rk for the background [7,10]. The term Pol#!t$ is
a broad Gaussian function that represents a small
outlier component with a fraction of fol [16]. The only
free parameters in the fits are Sf and Af, which are
determined by maximizing the likelihood function L %Q
iPi#!ti;Sf;Af$ where the product is over all events.
Table I summarizes the fit results for sin2"eff

1 and Af.
These results are consistent with and supersede our pre-
vious measurements [7,10]. Fits to each individual mode
with K0

S and K0
L yield #S!0K0

S
;A!0K0

S
$ % #)0:67"

0:11;&0:03" 0:07$, #S!0K0
L
;A!0K0

L
$ % #&0:46" 0:24;

)0:09" 0:16$, #S"K0
S
;A"K0

S
$ % #)0:50" 0:23;

)0:11" 0:16$, #S"K0
L
;A"K0

L
$ % #&0:46" 0:56;&0:15"

0:38$, #SJ= K0
S
;AJ= K0

S
$ % #)0:643" 0:038;&0:001"

0:028$, and #SJ= K0
L
;AJ= K0

L
$ % #&0:641" 0:057;

)0:045" 0:033$, where errors are statistical only. We
define the background-subtracted asymmetry in each !t
bin by #N) & N&$=#N) ) N&$, where N)#N&$ is the sig-
nal yield with q % )1#&1$. Figures 3(a), 3(c), and 3(d)
show the !t distributions and asymmetries for good tag
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and vertex reconstruction for B0 ! !0K0, "K0, and
K0
SK

0
SK

0
S candidates. The Mbc distribution for the B0 !

J= K0
S candidates and p!

B distribution for the B0 !
J= K0

L candidates are shown in Fig. 2. The signal yield
for each mode is obtained from an unbinned maximum-
likelihood fit to these distributions; the !E distribution is
also included in the fit for the modes without a K0

L meson.
The signal shape for each decay mode is determined from

MC events. The background has two components: contin-
uum, which is modeled using events outside the signal
region, and B "B background, which is modeled with MC
events. The signal yields are determined to be 307" 21 for
B0 ! "K0

S, 114" 17 for B0 ! "K0
L, 1421" 46 for B0 !

!0K0
S, 454" 39 for B0 ! !0K0

L, 185" 17 for B0 !
K0
SK

0
SK

0
S, 7484" 87 for B0 ! J= K0

S, and 6512" 123
for B0 ! J= K0

L, where errors are statistical only.
We determine Sf and Af for each mode by performing

an unbinned maximum-likelihood fit to the observed !t
distribution. The probability density function (PDF) for the
signal distribution, P sig#!t;Sf;Af; q; wl;!wl$, is given
by Eq. (1) fixing #B0 and !md at their world average values
[17] and incorporating the effect of incorrect flavor assign-
ment. The distribution is convolved with the proper-time
interval resolution function Rsig#!t$, which takes into ac-
count the finite vertex resolution [16]. We determine the
following likelihood for each event:

 Pi % #1& fol$
X

k

fk
Z
'P k#!t0$Rk#!ti & !t0$(d#!t0$

) folPol#!ti$; (2)

where k denotes signal, continuum, and B "B background
components. In the B0 ! K0

SK
0
SK

0
S and J= K0

S samples the
B "B component is negligibly small and not included in the
fit. The fraction of each component fk depends on the r
region and is calculated on an event-by-event basis as a
function of the following variables: !E and Mbc for B0 !
J= K0

S; p!
B for B0 ! J= K0

L; p!
B and Rs=b for B0 ! !0K0

L
and "K0

L; Mbc and Rs=b for B0 ! "#! K0
SK

0
L$K0

S; !E,
Mbc and Rs=b for the other modes. The PDF P k#!t$ for
background events is convolved with the resolution func-
tion Rk for the background [7,10]. The term Pol#!t$ is
a broad Gaussian function that represents a small
outlier component with a fraction of fol [16]. The only
free parameters in the fits are Sf and Af, which are
determined by maximizing the likelihood function L %Q
iPi#!ti;Sf;Af$ where the product is over all events.
Table I summarizes the fit results for sin2"eff

1 and Af.
These results are consistent with and supersede our pre-
vious measurements [7,10]. Fits to each individual mode
with K0

S and K0
L yield #S!0K0

S
;A!0K0

S
$ % #)0:67"

0:11;&0:03" 0:07$, #S!0K0
L
;A!0K0

L
$ % #&0:46" 0:24;

)0:09" 0:16$, #S"K0
S
;A"K0

S
$ % #)0:50" 0:23;

)0:11" 0:16$, #S"K0
L
;A"K0

L
$ % #&0:46" 0:56;&0:15"

0:38$, #SJ= K0
S
;AJ= K0

S
$ % #)0:643" 0:038;&0:001"

0:028$, and #SJ= K0
L
;AJ= K0

L
$ % #&0:641" 0:057;

)0:045" 0:033$, where errors are statistical only. We
define the background-subtracted asymmetry in each !t
bin by #N) & N&$=#N) ) N&$, where N)#N&$ is the sig-
nal yield with q % )1#&1$. Figures 3(a), 3(c), and 3(d)
show the !t distributions and asymmetries for good tag
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and vertex reconstruction for B0 ! !0K0, "K0, and
K0
SK

0
SK

0
S candidates. The Mbc distribution for the B0 !

J= K0
S candidates and p!

B distribution for the B0 !
J= K0

L candidates are shown in Fig. 2. The signal yield
for each mode is obtained from an unbinned maximum-
likelihood fit to these distributions; the !E distribution is
also included in the fit for the modes without a K0

L meson.
The signal shape for each decay mode is determined from

MC events. The background has two components: contin-
uum, which is modeled using events outside the signal
region, and B "B background, which is modeled with MC
events. The signal yields are determined to be 307" 21 for
B0 ! "K0

S, 114" 17 for B0 ! "K0
L, 1421" 46 for B0 !

!0K0
S, 454" 39 for B0 ! !0K0

L, 185" 17 for B0 !
K0
SK

0
SK

0
S, 7484" 87 for B0 ! J= K0

S, and 6512" 123
for B0 ! J= K0

L, where errors are statistical only.
We determine Sf and Af for each mode by performing

an unbinned maximum-likelihood fit to the observed !t
distribution. The probability density function (PDF) for the
signal distribution, P sig#!t;Sf;Af; q; wl;!wl$, is given
by Eq. (1) fixing #B0 and !md at their world average values
[17] and incorporating the effect of incorrect flavor assign-
ment. The distribution is convolved with the proper-time
interval resolution function Rsig#!t$, which takes into ac-
count the finite vertex resolution [16]. We determine the
following likelihood for each event:

 Pi % #1& fol$
X

k

fk
Z
'P k#!t0$Rk#!ti & !t0$(d#!t0$

) folPol#!ti$; (2)

where k denotes signal, continuum, and B "B background
components. In the B0 ! K0

SK
0
SK

0
S and J= K0

S samples the
B "B component is negligibly small and not included in the
fit. The fraction of each component fk depends on the r
region and is calculated on an event-by-event basis as a
function of the following variables: !E and Mbc for B0 !
J= K0

S; p!
B for B0 ! J= K0

L; p!
B and Rs=b for B0 ! !0K0

L
and "K0

L; Mbc and Rs=b for B0 ! "#! K0
SK

0
L$K0

S; !E,
Mbc and Rs=b for the other modes. The PDF P k#!t$ for
background events is convolved with the resolution func-
tion Rk for the background [7,10]. The term Pol#!t$ is
a broad Gaussian function that represents a small
outlier component with a fraction of fol [16]. The only
free parameters in the fits are Sf and Af, which are
determined by maximizing the likelihood function L %Q
iPi#!ti;Sf;Af$ where the product is over all events.
Table I summarizes the fit results for sin2"eff

1 and Af.
These results are consistent with and supersede our pre-
vious measurements [7,10]. Fits to each individual mode
with K0

S and K0
L yield #S!0K0

S
;A!0K0

S
$ % #)0:67"

0:11;&0:03" 0:07$, #S!0K0
L
;A!0K0

L
$ % #&0:46" 0:24;

)0:09" 0:16$, #S"K0
S
;A"K0

S
$ % #)0:50" 0:23;

)0:11" 0:16$, #S"K0
L
;A"K0

L
$ % #&0:46" 0:56;&0:15"

0:38$, #SJ= K0
S
;AJ= K0

S
$ % #)0:643" 0:038;&0:001"

0:028$, and #SJ= K0
L
;AJ= K0

L
$ % #&0:641" 0:057;

)0:045" 0:033$, where errors are statistical only. We
define the background-subtracted asymmetry in each !t
bin by #N) & N&$=#N) ) N&$, where N)#N&$ is the sig-
nal yield with q % )1#&1$. Figures 3(a), 3(c), and 3(d)
show the !t distributions and asymmetries for good tag
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and vertex reconstruction for B0 ! !0K0, "K0, and
K0
SK

0
SK

0
S candidates. The Mbc distribution for the B0 !

J= K0
S candidates and p!

B distribution for the B0 !
J= K0

L candidates are shown in Fig. 2. The signal yield
for each mode is obtained from an unbinned maximum-
likelihood fit to these distributions; the !E distribution is
also included in the fit for the modes without a K0

L meson.
The signal shape for each decay mode is determined from

MC events. The background has two components: contin-
uum, which is modeled using events outside the signal
region, and B "B background, which is modeled with MC
events. The signal yields are determined to be 307" 21 for
B0 ! "K0

S, 114" 17 for B0 ! "K0
L, 1421" 46 for B0 !

!0K0
S, 454" 39 for B0 ! !0K0

L, 185" 17 for B0 !
K0
SK

0
SK

0
S, 7484" 87 for B0 ! J= K0

S, and 6512" 123
for B0 ! J= K0

L, where errors are statistical only.
We determine Sf and Af for each mode by performing

an unbinned maximum-likelihood fit to the observed !t
distribution. The probability density function (PDF) for the
signal distribution, P sig#!t;Sf;Af; q; wl;!wl$, is given
by Eq. (1) fixing #B0 and !md at their world average values
[17] and incorporating the effect of incorrect flavor assign-
ment. The distribution is convolved with the proper-time
interval resolution function Rsig#!t$, which takes into ac-
count the finite vertex resolution [16]. We determine the
following likelihood for each event:

 Pi % #1& fol$
X

k

fk
Z
'P k#!t0$Rk#!ti & !t0$(d#!t0$

) folPol#!ti$; (2)

where k denotes signal, continuum, and B "B background
components. In the B0 ! K0

SK
0
SK

0
S and J= K0

S samples the
B "B component is negligibly small and not included in the
fit. The fraction of each component fk depends on the r
region and is calculated on an event-by-event basis as a
function of the following variables: !E and Mbc for B0 !
J= K0

S; p!
B for B0 ! J= K0

L; p!
B and Rs=b for B0 ! !0K0

L
and "K0

L; Mbc and Rs=b for B0 ! "#! K0
SK

0
L$K0

S; !E,
Mbc and Rs=b for the other modes. The PDF P k#!t$ for
background events is convolved with the resolution func-
tion Rk for the background [7,10]. The term Pol#!t$ is
a broad Gaussian function that represents a small
outlier component with a fraction of fol [16]. The only
free parameters in the fits are Sf and Af, which are
determined by maximizing the likelihood function L %Q
iPi#!ti;Sf;Af$ where the product is over all events.
Table I summarizes the fit results for sin2"eff

1 and Af.
These results are consistent with and supersede our pre-
vious measurements [7,10]. Fits to each individual mode
with K0

S and K0
L yield #S!0K0

S
;A!0K0

S
$ % #)0:67"

0:11;&0:03" 0:07$, #S!0K0
L
;A!0K0

L
$ % #&0:46" 0:24;

)0:09" 0:16$, #S"K0
S
;A"K0

S
$ % #)0:50" 0:23;

)0:11" 0:16$, #S"K0
L
;A"K0

L
$ % #&0:46" 0:56;&0:15"

0:38$, #SJ= K0
S
;AJ= K0

S
$ % #)0:643" 0:038;&0:001"

0:028$, and #SJ= K0
L
;AJ= K0

L
$ % #&0:641" 0:057;

)0:045" 0:033$, where errors are statistical only. We
define the background-subtracted asymmetry in each !t
bin by #N) & N&$=#N) ) N&$, where N)#N&$ is the sig-
nal yield with q % )1#&1$. Figures 3(a), 3(c), and 3(d)
show the !t distributions and asymmetries for good tag
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and vertex reconstruction for B0 ! !0K0, "K0, and
K0
SK

0
SK

0
S candidates. The Mbc distribution for the B0 !

J= K0
S candidates and p!

B distribution for the B0 !
J= K0

L candidates are shown in Fig. 2. The signal yield
for each mode is obtained from an unbinned maximum-
likelihood fit to these distributions; the !E distribution is
also included in the fit for the modes without a K0

L meson.
The signal shape for each decay mode is determined from

MC events. The background has two components: contin-
uum, which is modeled using events outside the signal
region, and B "B background, which is modeled with MC
events. The signal yields are determined to be 307" 21 for
B0 ! "K0

S, 114" 17 for B0 ! "K0
L, 1421" 46 for B0 !

!0K0
S, 454" 39 for B0 ! !0K0

L, 185" 17 for B0 !
K0
SK

0
SK

0
S, 7484" 87 for B0 ! J= K0

S, and 6512" 123
for B0 ! J= K0

L, where errors are statistical only.
We determine Sf and Af for each mode by performing

an unbinned maximum-likelihood fit to the observed !t
distribution. The probability density function (PDF) for the
signal distribution, P sig#!t;Sf;Af; q; wl;!wl$, is given
by Eq. (1) fixing #B0 and !md at their world average values
[17] and incorporating the effect of incorrect flavor assign-
ment. The distribution is convolved with the proper-time
interval resolution function Rsig#!t$, which takes into ac-
count the finite vertex resolution [16]. We determine the
following likelihood for each event:

 Pi % #1& fol$
X

k

fk
Z
'P k#!t0$Rk#!ti & !t0$(d#!t0$

) folPol#!ti$; (2)

where k denotes signal, continuum, and B "B background
components. In the B0 ! K0

SK
0
SK

0
S and J= K0

S samples the
B "B component is negligibly small and not included in the
fit. The fraction of each component fk depends on the r
region and is calculated on an event-by-event basis as a
function of the following variables: !E and Mbc for B0 !
J= K0

S; p!
B for B0 ! J= K0

L; p!
B and Rs=b for B0 ! !0K0

L
and "K0

L; Mbc and Rs=b for B0 ! "#! K0
SK

0
L$K0

S; !E,
Mbc and Rs=b for the other modes. The PDF P k#!t$ for
background events is convolved with the resolution func-
tion Rk for the background [7,10]. The term Pol#!t$ is
a broad Gaussian function that represents a small
outlier component with a fraction of fol [16]. The only
free parameters in the fits are Sf and Af, which are
determined by maximizing the likelihood function L %Q
iPi#!ti;Sf;Af$ where the product is over all events.
Table I summarizes the fit results for sin2"eff

1 and Af.
These results are consistent with and supersede our pre-
vious measurements [7,10]. Fits to each individual mode
with K0

S and K0
L yield #S!0K0

S
;A!0K0

S
$ % #)0:67"

0:11;&0:03" 0:07$, #S!0K0
L
;A!0K0

L
$ % #&0:46" 0:24;

)0:09" 0:16$, #S"K0
S
;A"K0

S
$ % #)0:50" 0:23;

)0:11" 0:16$, #S"K0
L
;A"K0

L
$ % #&0:46" 0:56;&0:15"

0:38$, #SJ= K0
S
;AJ= K0

S
$ % #)0:643" 0:038;&0:001"

0:028$, and #SJ= K0
L
;AJ= K0

L
$ % #&0:641" 0:057;

)0:045" 0:033$, where errors are statistical only. We
define the background-subtracted asymmetry in each !t
bin by #N) & N&$=#N) ) N&$, where N)#N&$ is the sig-
nal yield with q % )1#&1$. Figures 3(a), 3(c), and 3(d)
show the !t distributions and asymmetries for good tag
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and vertex reconstruction for B0 ! !0K0, "K0, and
K0
SK

0
SK

0
S candidates. The Mbc distribution for the B0 !

J= K0
S candidates and p!

B distribution for the B0 !
J= K0

L candidates are shown in Fig. 2. The signal yield
for each mode is obtained from an unbinned maximum-
likelihood fit to these distributions; the !E distribution is
also included in the fit for the modes without a K0

L meson.
The signal shape for each decay mode is determined from

MC events. The background has two components: contin-
uum, which is modeled using events outside the signal
region, and B "B background, which is modeled with MC
events. The signal yields are determined to be 307" 21 for
B0 ! "K0

S, 114" 17 for B0 ! "K0
L, 1421" 46 for B0 !

!0K0
S, 454" 39 for B0 ! !0K0

L, 185" 17 for B0 !
K0
SK

0
SK

0
S, 7484" 87 for B0 ! J= K0

S, and 6512" 123
for B0 ! J= K0

L, where errors are statistical only.
We determine Sf and Af for each mode by performing

an unbinned maximum-likelihood fit to the observed !t
distribution. The probability density function (PDF) for the
signal distribution, P sig#!t;Sf;Af; q; wl;!wl$, is given
by Eq. (1) fixing #B0 and !md at their world average values
[17] and incorporating the effect of incorrect flavor assign-
ment. The distribution is convolved with the proper-time
interval resolution function Rsig#!t$, which takes into ac-
count the finite vertex resolution [16]. We determine the
following likelihood for each event:

 Pi % #1& fol$
X

k

fk
Z
'P k#!t0$Rk#!ti & !t0$(d#!t0$

) folPol#!ti$; (2)

where k denotes signal, continuum, and B "B background
components. In the B0 ! K0

SK
0
SK

0
S and J= K0

S samples the
B "B component is negligibly small and not included in the
fit. The fraction of each component fk depends on the r
region and is calculated on an event-by-event basis as a
function of the following variables: !E and Mbc for B0 !
J= K0

S; p!
B for B0 ! J= K0

L; p!
B and Rs=b for B0 ! !0K0

L
and "K0

L; Mbc and Rs=b for B0 ! "#! K0
SK

0
L$K0

S; !E,
Mbc and Rs=b for the other modes. The PDF P k#!t$ for
background events is convolved with the resolution func-
tion Rk for the background [7,10]. The term Pol#!t$ is
a broad Gaussian function that represents a small
outlier component with a fraction of fol [16]. The only
free parameters in the fits are Sf and Af, which are
determined by maximizing the likelihood function L %Q
iPi#!ti;Sf;Af$ where the product is over all events.
Table I summarizes the fit results for sin2"eff

1 and Af.
These results are consistent with and supersede our pre-
vious measurements [7,10]. Fits to each individual mode
with K0

S and K0
L yield #S!0K0

S
;A!0K0

S
$ % #)0:67"

0:11;&0:03" 0:07$, #S!0K0
L
;A!0K0

L
$ % #&0:46" 0:24;

)0:09" 0:16$, #S"K0
S
;A"K0

S
$ % #)0:50" 0:23;

)0:11" 0:16$, #S"K0
L
;A"K0

L
$ % #&0:46" 0:56;&0:15"

0:38$, #SJ= K0
S
;AJ= K0

S
$ % #)0:643" 0:038;&0:001"

0:028$, and #SJ= K0
L
;AJ= K0

L
$ % #&0:641" 0:057;

)0:045" 0:033$, where errors are statistical only. We
define the background-subtracted asymmetry in each !t
bin by #N) & N&$=#N) ) N&$, where N)#N&$ is the sig-
nal yield with q % )1#&1$. Figures 3(a), 3(c), and 3(d)
show the !t distributions and asymmetries for good tag
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and vertex reconstruction for B0 ! !0K0, "K0, and
K0
SK

0
SK

0
S candidates. The Mbc distribution for the B0 !

J= K0
S candidates and p!

B distribution for the B0 !
J= K0

L candidates are shown in Fig. 2. The signal yield
for each mode is obtained from an unbinned maximum-
likelihood fit to these distributions; the !E distribution is
also included in the fit for the modes without a K0

L meson.
The signal shape for each decay mode is determined from

MC events. The background has two components: contin-
uum, which is modeled using events outside the signal
region, and B "B background, which is modeled with MC
events. The signal yields are determined to be 307" 21 for
B0 ! "K0

S, 114" 17 for B0 ! "K0
L, 1421" 46 for B0 !

!0K0
S, 454" 39 for B0 ! !0K0

L, 185" 17 for B0 !
K0
SK

0
SK

0
S, 7484" 87 for B0 ! J= K0

S, and 6512" 123
for B0 ! J= K0

L, where errors are statistical only.
We determine Sf and Af for each mode by performing

an unbinned maximum-likelihood fit to the observed !t
distribution. The probability density function (PDF) for the
signal distribution, P sig#!t;Sf;Af; q; wl;!wl$, is given
by Eq. (1) fixing #B0 and !md at their world average values
[17] and incorporating the effect of incorrect flavor assign-
ment. The distribution is convolved with the proper-time
interval resolution function Rsig#!t$, which takes into ac-
count the finite vertex resolution [16]. We determine the
following likelihood for each event:

 Pi % #1& fol$
X

k

fk
Z
'P k#!t0$Rk#!ti & !t0$(d#!t0$

) folPol#!ti$; (2)

where k denotes signal, continuum, and B "B background
components. In the B0 ! K0

SK
0
SK

0
S and J= K0

S samples the
B "B component is negligibly small and not included in the
fit. The fraction of each component fk depends on the r
region and is calculated on an event-by-event basis as a
function of the following variables: !E and Mbc for B0 !
J= K0

S; p!
B for B0 ! J= K0

L; p!
B and Rs=b for B0 ! !0K0

L
and "K0

L; Mbc and Rs=b for B0 ! "#! K0
SK

0
L$K0

S; !E,
Mbc and Rs=b for the other modes. The PDF P k#!t$ for
background events is convolved with the resolution func-
tion Rk for the background [7,10]. The term Pol#!t$ is
a broad Gaussian function that represents a small
outlier component with a fraction of fol [16]. The only
free parameters in the fits are Sf and Af, which are
determined by maximizing the likelihood function L %Q
iPi#!ti;Sf;Af$ where the product is over all events.
Table I summarizes the fit results for sin2"eff

1 and Af.
These results are consistent with and supersede our pre-
vious measurements [7,10]. Fits to each individual mode
with K0

S and K0
L yield #S!0K0

S
;A!0K0

S
$ % #)0:67"

0:11;&0:03" 0:07$, #S!0K0
L
;A!0K0

L
$ % #&0:46" 0:24;

)0:09" 0:16$, #S"K0
S
;A"K0

S
$ % #)0:50" 0:23;

)0:11" 0:16$, #S"K0
L
;A"K0

L
$ % #&0:46" 0:56;&0:15"

0:38$, #SJ= K0
S
;AJ= K0

S
$ % #)0:643" 0:038;&0:001"

0:028$, and #SJ= K0
L
;AJ= K0

L
$ % #&0:641" 0:057;

)0:045" 0:033$, where errors are statistical only. We
define the background-subtracted asymmetry in each !t
bin by #N) & N&$=#N) ) N&$, where N)#N&$ is the sig-
nal yield with q % )1#&1$. Figures 3(a), 3(c), and 3(d)
show the !t distributions and asymmetries for good tag
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           B0 → η�K0

Mode Belle BABAR

−ηSη�K0
S

0.67± 0.11 0.53± 0.08± 0.02
Cη�K0

S
0.03± 0.07 −0.11± 0.06± 0.02

−ηSη�K0
L

0.46± 0.24 0.82± 0.19± 0.02
Cη�K0

L
−0.09± 0.16 0.09± 0.14± 0.02

Sη�K0 0.64± 0.10± 0.04 0.57± 0.08± 0.02
Cη�K0 0.01± 0.07± 0.05 −0.08± 0.06± 0.02

quality (r > 0:5) events. The sign of each !t measurement
for final states with a K0

L is inverted in order to combine
results with K0

S and K0
L mesons.

The dominant sources of systematic error for sin2!eff
1 in

b! s "qq modes come from the uncertainties in the reso-
lution function for the signal (0.03 for the B0 ! "0K0

mode, 0.04 for the !K0 mode, 0.05 for the B0 !
K0
SK

0
SK

0
S mode) and in the background fraction (0.02,

0.04, 0.06). The effect of f0!980"K0 background in the
!K0 mode (0.02) is estimated using the BES measurement
of the f0!980" line shape [18] and is included in the
background fraction systematic error. The dominant
sources for Af in b! s "qq modes are the effects of tag-
side interference [19] (0.02, 0.03, 0.04), the uncertainties in
the background fraction (0.02, 0.03, 0.05), in the vertex
reconstruction (0.02 for all modes), and in the resolution
function (0.02, 0.01, 0.02). We study the possible correla-
tions between Rs=b, p#

B and r PDFs used for !K0
L and

"0K0
L, which are neglected in the nominal result, and

include their effect in the systematic uncertainties in the
background fraction. Other contributions come from un-
certainties in wrong tag fractions, the background !t dis-
tribution, #B0 and !md. A possible fit bias is examined by
fitting a large number of MC events and is found to be
small.

The dominant sources of systematic errors for the B0 !
J= K0 mode are the uncertainties in the vertex reconstruc-
tion (0.012 for sin2!1, 0.009 for Af), in the resolution
function for the signal (0.006, 0.001), in the background
fraction (0.006, 0.002), in the flavor tagging (0.004, 0.003),
a possible fit bias (0.007, 0.004) and the effect of the
tagside interference (0.001, 0.009). Other contributions
amount to less than 0.001. We add each contribution in
quadrature to obtain the total systematic uncertainty.

For the B0 ! "0K0 mode, we observe CP violation with
a significance equivalent to 5.6 standard deviations for a
Gaussian error, where the significance is calculated using
the Feldman-Cousins frequentist approach [20]. The re-
sults for B0 ! "0K0, !K0 and K0

SK
0
SK

0
S decays are all

consistent with the value of sin2!1 obtained from the
decay B0 ! J= K0 within 2 standard deviations. No direct
CP violation is observed in these decay modes. Further
measurements with much larger data samples are required
to search for new, beyond the SM, CP-violating phases in
the b! s transition.
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FIG. 3 (color online). Background-subtracted !t distributions
and asymmetries for events with good tags (r > 0:5) for
(a) B0 ! "0K0, (b) B0 ! !K0, (c) B0 ! K0

SK
0
SK

0
S, and

(d) B0 ! J= K0. In the asymmetry plots, solid curves show
the fit results; dashed curves show the SM expectation from our
B0 ! J= K0 measurement.

TABLE I. Results of the fits to the !t distributions. The first
errors are statistical and the second errors are systematic.

Mode sin2!eff
1 Af

!K0 %0:50& 0:21& 0:06 %0:07& 0:15& 0:05
"0K0 %0:64& 0:10& 0:04 '0:01& 0:07& 0:05
K0
SK

0
SK

0
S %0:30& 0:32& 0:08 %0:31& 0:20& 0:07

J= K0 %0:642& 0:031& 0:017 %0:018& 0:021& 0:014

PRL 98, 031802 (2007) P H Y S I C A L R E V I E W L E T T E R S week ending
19 JANUARY 2007

031802-5

quality (r > 0:5) events. The sign of each !t measurement
for final states with a K0

L is inverted in order to combine
results with K0

S and K0
L mesons.

The dominant sources of systematic error for sin2!eff
1 in

b! s "qq modes come from the uncertainties in the reso-
lution function for the signal (0.03 for the B0 ! "0K0

mode, 0.04 for the !K0 mode, 0.05 for the B0 !
K0
SK

0
SK

0
S mode) and in the background fraction (0.02,

0.04, 0.06). The effect of f0!980"K0 background in the
!K0 mode (0.02) is estimated using the BES measurement
of the f0!980" line shape [18] and is included in the
background fraction systematic error. The dominant
sources for Af in b! s "qq modes are the effects of tag-
side interference [19] (0.02, 0.03, 0.04), the uncertainties in
the background fraction (0.02, 0.03, 0.05), in the vertex
reconstruction (0.02 for all modes), and in the resolution
function (0.02, 0.01, 0.02). We study the possible correla-
tions between Rs=b, p#

B and r PDFs used for !K0
L and

"0K0
L, which are neglected in the nominal result, and

include their effect in the systematic uncertainties in the
background fraction. Other contributions come from un-
certainties in wrong tag fractions, the background !t dis-
tribution, #B0 and !md. A possible fit bias is examined by
fitting a large number of MC events and is found to be
small.

The dominant sources of systematic errors for the B0 !
J= K0 mode are the uncertainties in the vertex reconstruc-
tion (0.012 for sin2!1, 0.009 for Af), in the resolution
function for the signal (0.006, 0.001), in the background
fraction (0.006, 0.002), in the flavor tagging (0.004, 0.003),
a possible fit bias (0.007, 0.004) and the effect of the
tagside interference (0.001, 0.009). Other contributions
amount to less than 0.001. We add each contribution in
quadrature to obtain the total systematic uncertainty.

For the B0 ! "0K0 mode, we observe CP violation with
a significance equivalent to 5.6 standard deviations for a
Gaussian error, where the significance is calculated using
the Feldman-Cousins frequentist approach [20]. The re-
sults for B0 ! "0K0, !K0 and K0

SK
0
SK

0
S decays are all

consistent with the value of sin2!1 obtained from the
decay B0 ! J= K0 within 2 standard deviations. No direct
CP violation is observed in these decay modes. Further
measurements with much larger data samples are required
to search for new, beyond the SM, CP-violating phases in
the b! s transition.
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FIG. 3 (color online). Background-subtracted !t distributions
and asymmetries for events with good tags (r > 0:5) for
(a) B0 ! "0K0, (b) B0 ! !K0, (c) B0 ! K0

SK
0
SK

0
S, and

(d) B0 ! J= K0. In the asymmetry plots, solid curves show
the fit results; dashed curves show the SM expectation from our
B0 ! J= K0 measurement.

TABLE I. Results of the fits to the !t distributions. The first
errors are statistical and the second errors are systematic.

Mode sin2!eff
1 Af

!K0 %0:50& 0:21& 0:06 %0:07& 0:15& 0:05
"0K0 %0:64& 0:10& 0:04 '0:01& 0:07& 0:05
K0
SK

0
SK
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S %0:30& 0:32& 0:08 %0:31& 0:20& 0:07
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FIG. 6: Data and model projections for ωK0
S onto ∆t for

(a) B0 and (b) B0 tags. We show data as points with
error bars and the total fit function (total signal) with a
the solid (dotted) line. In (c) we show the raw asymmetry,
(NB0 −NB0)/(NB0 + NB0) with a solid line representing the
fit function.

and that the fit values of SJ/ψ K0
S

and CJ/ψ K0
S

are consis-
tent between the two methods.

VIII. SYSTEMATIC UNCERTAINTIES

A number of sources of systematic uncertainties affect-
ing the fit values of Sf and Cf have been considered.

We vary the parameters of the signal PDFs that are
kept fixed in the fit within their uncertainty and take
as systematic error the resulting changes of Sf and Cf .
These parameters include τ and ∆md, the mistag pa-
rameters w and ∆w, the efficiencies of each tagging cat-
egory, the parameters of the resolution model, and the
shift and scale factors applied to the variables related to
the B kinematics and event shape variables that serve
to distinguish signal from background. The deviations
of Sf and Cf for η′K0

S and η′K0
L for variations of τ and

∆md are less than 0.002.
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(a) B0 and (b) B0 tags. Points with error bars represent
the data; the solid (dotted) line displays the total fit function
(total signal). In (c) we show the raw asymmetry, (NB0 −

NB0)/(NB0 + NB0); the solid line represents the fit function.

For the π0K0
S channel as an additional systematic error

associated with the shape of the PDFs we also use the
largest deviation observed when the parameters of the
individual PDFs are free in the fit.

As a systematic uncertainty related to the fit bias on
Sf and Cf we assign the statistical uncertainty on the
bias obtained from simulated experiments during the fit
validation. As explained in Sec. IV, we obtain parame-
ters of the signal resolution model from a fit to the Bflav

sample instead of from a fit to signal MC. We evaluate
the systematic uncertainty of this approach with two sets
of simulated experiments that differ only in the values of
resolution model parameters (one set with parameters
from the Bflav sample and one set with parameters from
MC). We take the difference in the average Sf and Cf

from these two sets of experiments as the related system-
atic error.

We evaluate the impact of potential biases arising from
the interference of doubly Cabibbo-suppressed decays
with the Cabibbo-favored decays on the tag-side of the
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FIG. 6: Data and model projections for ωK0
S onto ∆t for

(a) B0 and (b) B0 tags. We show data as points with
error bars and the total fit function (total signal) with a
the solid (dotted) line. In (c) we show the raw asymmetry,
(NB0 −NB0)/(NB0 + NB0) with a solid line representing the
fit function.

and that the fit values of SJ/ψ K0
S

and CJ/ψ K0
S

are consis-
tent between the two methods.

VIII. SYSTEMATIC UNCERTAINTIES

A number of sources of systematic uncertainties affect-
ing the fit values of Sf and Cf have been considered.

We vary the parameters of the signal PDFs that are
kept fixed in the fit within their uncertainty and take
as systematic error the resulting changes of Sf and Cf .
These parameters include τ and ∆md, the mistag pa-
rameters w and ∆w, the efficiencies of each tagging cat-
egory, the parameters of the resolution model, and the
shift and scale factors applied to the variables related to
the B kinematics and event shape variables that serve
to distinguish signal from background. The deviations
of Sf and Cf for η′K0

S and η′K0
L for variations of τ and

∆md are less than 0.002.
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the data; the solid (dotted) line displays the total fit function
(total signal). In (c) we show the raw asymmetry, (NB0 −

NB0)/(NB0 + NB0); the solid line represents the fit function.

For the π0K0
S channel as an additional systematic error

associated with the shape of the PDFs we also use the
largest deviation observed when the parameters of the
individual PDFs are free in the fit.

As a systematic uncertainty related to the fit bias on
Sf and Cf we assign the statistical uncertainty on the
bias obtained from simulated experiments during the fit
validation. As explained in Sec. IV, we obtain parame-
ters of the signal resolution model from a fit to the Bflav

sample instead of from a fit to signal MC. We evaluate
the systematic uncertainty of this approach with two sets
of simulated experiments that differ only in the values of
resolution model parameters (one set with parameters
from the Bflav sample and one set with parameters from
MC). We take the difference in the average Sf and Cf

from these two sets of experiments as the related system-
atic error.

We evaluate the impact of potential biases arising from
the interference of doubly Cabibbo-suppressed decays
with the Cabibbo-favored decays on the tag-side of the
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FIG. 8: Data and model projections for B0
→ η′K0

L onto ∆t
for B0 (a) and B0 (b) tags. Points with error bars represent
the data; the solid (dotted) line displays the total fit function
(total signal). In (c) we show the raw asymmetry, (NB0 −

NB0)/(NB0 + NB0); the solid line represents the fit function.

event [30] by taking into account realistic values of the
ratio between the two amplitudes and the relative phases.
For ωK0

S and η′K0 we estimate using MC, published mea-
surements, and theoretical predictions that conservative
ranges of the net values for CP parameters in the BB
background are S = [0, 0.2] and C = ±0.1 for the charm-
less background and S = ±0.1 and C = ±0.1 for the
charm background. We perform a fit in which we fix the
parameters to these values and take the difference in sig-
nal CP parameters between this fit and the nominal fit
as the systematic error.

For the ωK0
S and η′K0 channels we also vary the

amount of the charmless BB background by ±20%. For
π0K0

S we do not include a BB background component in
the fit but we embed BB background events in the data
sample and extract the peaking background from the ob-
served change in the yield. We use this yield to estimate
the change in S and C due to the CP asymmetry of the
peaking background. We also measure the systematic er-
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FIG. 9: Data and model projections for π0K0
S onto ∆t for

(a) B0 and (b) B0 tags. Points with error bars represent the
signal where backgroud is subtracted using an event weighting
techinque [29]; the solid line displays the signal fit function. In
(c) we show the raw asymmetry, (NB0 −NB0)/(NB0 + NB0);
the solid line represents the fit function.

ror associated with the vertex reconstruction by varying
within uncertainties the parameters of the alignment of
the SVT and the position and size of the beam spot.

We quantify the effects of self-crossfeed events in the
η′K0 analysis. For η′K0

S
we perform sets of simulated

experiments in which we embed only correctly recon-
structed signal events and compare the results to the
nominal simulated experiments (Sec. VI D) in which we
embed both correctly and incorrectly reconstructed sig-
nal events. We take the difference as the systematic un-
certainty related to self-crossfeed. For the η′

η(3π)ππK0
L

analysis, in which we include a self-crossfeed component
in the fit, we perform a fit in which we take parameter
values for the self-crossfeed resolution model from self-
crossfeed MC events instead of the nominal Bflav sample.
We take the difference of the results from this fit and the
nominal fit as the self-crossfeed systematic for η′K0

L. The
effects of self-crossfeed are negligible for ωK0

S
and π0K0

S
.

Bkg.
All

η�K0
Lη�K0

S

B0 tags

B0 tags

B0 tags

B0 tags

Dominant	 systematic	 for	 both:
·S:	 	 	 	 	 	 	 resolution	 model.∆t

·C:	 	 Interference	 in	 tag-side	 DCSD.

:	 PRD	 79	 052003	 (2009)
Belle	 :	 PRL	 98	 031802	 (2007)
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           B0 → ωK0
S

adjusted for small differences between MC and data using
control samples that have similar final states but higher
statistics [e.g. B! ! f0"980#K! to calibrate B0 !
f0"980#K0

S]. The background has two components: contin-
uum, which is modeled using events outside the signal
region, and B !B background, which is modeled with MC

events. The signal yields in the "E-Mbc signal window are
summarized in Table I.

In the signal distribution PDF [Eq. (1)], the effect of
incorrect flavor assignment is incorporated and the result is
convolved with a resolution function Rsig""t# to take into
account the finite vertex resolution. The resolution function
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FIG. 1 (color online). "E distribution within the Mbc signal region and with Rs=b > 0:5, Mbc distribution within the "E signal
region and with Rs=b > 0:5 and Rs=b distribution within the Mbc !"E signal region for (a), (b), (c) B0 ! !K0

S, (d), (e), (f) B0 !
f0K0

S, (g), (h), (i) B0 ! K0
S!

0 and (j), (k), (l) B0 ! K$K!K0
S. The solid curves show the fits to signal plus background distributions,

and the dashed curves show the background contributions.
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adjusted for small differences between MC and data using
control samples that have similar final states but higher
statistics [e.g. B! ! f0"980#K! to calibrate B0 !
f0"980#K0

S]. The background has two components: contin-
uum, which is modeled using events outside the signal
region, and B !B background, which is modeled with MC

events. The signal yields in the "E-Mbc signal window are
summarized in Table I.

In the signal distribution PDF [Eq. (1)], the effect of
incorrect flavor assignment is incorporated and the result is
convolved with a resolution function Rsig""t# to take into
account the finite vertex resolution. The resolution function
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0.04 for Af). For the K0
S!

0 mode, the uncertainty in the
rare B component is a significant contribution (0.04 for Sf
and 0.02 for Af). Other contributions come from uncer-
tainties in wrong tag fractions, lifetime and mixing. A
possible fit bias is examined by fitting a large number of
MC events. We add each contribution above in quadrature
to obtain the total systematic uncertainty.

In summary, we have performed improved measure-
ments of CP-violation parameters sin2"eff

1 and Af for
B0 ! !K0

S; f0!980"K0
S; K

0
S!

0 and K#K$K0
S using 535%

106 B !B events. These measurements supersede our pre-
vious results. Comparing the results for each individual
b! s mode with those from measurements of B0 !
J= K0 [5], we do not find any deviations that are in excess
of two standard deviations.
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possible fit bias is examined by fitting a large number of
MC events. We add each contribution above in quadrature
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ments of CP-violation parameters sin2"eff
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FIG. 3 (color online). Asymmetries of well-tagged events (r >
0:5) for (a) B0 ! !K0

S, (b) B0 ! f0!980"K0
S, (c) B0 ! K0

S!
0

and (d) B0 ! K#K$K0
S. The solid curves show the results of the

unbinned maximum-likelihood fits. The dashed curves show the
SM expectation for the values of CP violation parameters
obtained from B0 ! J= K0 ( sin2"1 & #0:642 and Af & 0)
[5].
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adjusted for small differences between MC and data using
control samples that have similar final states but higher
statistics [e.g. B! ! f0"980#K! to calibrate B0 !
f0"980#K0

S]. The background has two components: contin-
uum, which is modeled using events outside the signal
region, and B !B background, which is modeled with MC

events. The signal yields in the "E-Mbc signal window are
summarized in Table I.

In the signal distribution PDF [Eq. (1)], the effect of
incorrect flavor assignment is incorporated and the result is
convolved with a resolution function Rsig""t# to take into
account the finite vertex resolution. The resolution function

0

10

20

30

40

50

60

-0.1 -0.05 0 0.05 0.1 0.15 0.2 0.25

∆E(GeV)

E
nt

rie
s/

0.
01

G
eV

0

20

40

60

80

100

120

140

5.2 5.22 5.24 5.26 5.28 5.3

Mbc (GeV/c2)

E
nt

rie
s 

/ 0
.0

02
5 

G
eV

/c
2

0

20

40

60

80

100

120

140

160

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Rs/b

E
nt

rie
s/

0.
04

0

50

100

150

-0.1 0 0.1 0.2 0.3
∆E(GeV)

E
nt

rie
s/

0.
00

45
G

eV

0

50

100

150

200

5.2 5.22 5.24 5.26 5.28 5.3

Mbc (GeV/c2)

E
ve

nt
s 

/ 0
.0

02
5 

G
eV

/c
2

0

100

200

300

0.4 0.6 0.8 1
Rs/b

E
ve

nt
s 

/ 0
.1

0

20

40

60

80

100

120

-0.2-0.15-0.1-0.05 0 0.05 0.1 0.15 0.2

∆E (GeV)

E
nt

rie
s 

/ 0
.0

1 
G

eV

0

50

100

150

200

250

300

350

400

450

5.2 5.22 5.24 5.26 5.28 5.3

Mbc (GeV/c2)

E
nt

rie
s 

/ 0
.0

02
5 

G
eV

/c
2

0

50

100

150

200

250

300

350

400

450

500

0.4 0.5 0.6 0.7 0.8 0.9 1

Rs/b

E
nt

rie
s

E (GeV)∆
-0.1 0 0.1 0.2

E
nt

rie
s 

/ 0
.0

1 
G

eV

0

100

200

300

)2 (GeV/cbcM
5.2 5.22 5.24 5.26 5.28 5.3

2
E

nt
rie

s 
/ 0

.0
02

 G
eV

/c

0

100

200

300

400

500

Rs/b

0.4 0.6 0.8 1

E
nt

rie
s/

0.
05

0

100

200

300

400

500

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

FIG. 1 (color online). "E distribution within the Mbc signal region and with Rs=b > 0:5, Mbc distribution within the "E signal
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and the dashed curves show the background contributions.
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error bars and the total fit function (total signal) with a
the solid (dotted) line. In (c) we show the raw asymmetry,
(NB0 −NB0)/(NB0 + NB0) with a solid line representing the
fit function.

and that the fit values of SJ/ψ K0
S

and CJ/ψ K0
S

are consis-
tent between the two methods.

VIII. SYSTEMATIC UNCERTAINTIES

A number of sources of systematic uncertainties affect-
ing the fit values of Sf and Cf have been considered.

We vary the parameters of the signal PDFs that are
kept fixed in the fit within their uncertainty and take
as systematic error the resulting changes of Sf and Cf .
These parameters include τ and ∆md, the mistag pa-
rameters w and ∆w, the efficiencies of each tagging cat-
egory, the parameters of the resolution model, and the
shift and scale factors applied to the variables related to
the B kinematics and event shape variables that serve
to distinguish signal from background. The deviations
of Sf and Cf for η′K0

S and η′K0
L for variations of τ and

∆md are less than 0.002.
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FIG. 7: Data and model projections for η′K0
S onto ∆t for

(a) B0 and (b) B0 tags. Points with error bars represent
the data; the solid (dotted) line displays the total fit function
(total signal). In (c) we show the raw asymmetry, (NB0 −

NB0)/(NB0 + NB0); the solid line represents the fit function.

For the π0K0
S channel as an additional systematic error

associated with the shape of the PDFs we also use the
largest deviation observed when the parameters of the
individual PDFs are free in the fit.

As a systematic uncertainty related to the fit bias on
Sf and Cf we assign the statistical uncertainty on the
bias obtained from simulated experiments during the fit
validation. As explained in Sec. IV, we obtain parame-
ters of the signal resolution model from a fit to the Bflav

sample instead of from a fit to signal MC. We evaluate
the systematic uncertainty of this approach with two sets
of simulated experiments that differ only in the values of
resolution model parameters (one set with parameters
from the Bflav sample and one set with parameters from
MC). We take the difference in the average Sf and Cf

from these two sets of experiments as the related system-
atic error.

We evaluate the impact of potential biases arising from
the interference of doubly Cabibbo-suppressed decays
with the Cabibbo-favored decays on the tag-side of the
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the solid (dotted) line. In (c) we show the raw asymmetry,
(NB0 −NB0)/(NB0 + NB0) with a solid line representing the
fit function.

and that the fit values of SJ/ψ K0
S

and CJ/ψ K0
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are consis-
tent between the two methods.

VIII. SYSTEMATIC UNCERTAINTIES

A number of sources of systematic uncertainties affect-
ing the fit values of Sf and Cf have been considered.

We vary the parameters of the signal PDFs that are
kept fixed in the fit within their uncertainty and take
as systematic error the resulting changes of Sf and Cf .
These parameters include τ and ∆md, the mistag pa-
rameters w and ∆w, the efficiencies of each tagging cat-
egory, the parameters of the resolution model, and the
shift and scale factors applied to the variables related to
the B kinematics and event shape variables that serve
to distinguish signal from background. The deviations
of Sf and Cf for η′K0
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L for variations of τ and

∆md are less than 0.002.
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(total signal). In (c) we show the raw asymmetry, (NB0 −

NB0)/(NB0 + NB0); the solid line represents the fit function.

For the π0K0
S channel as an additional systematic error

associated with the shape of the PDFs we also use the
largest deviation observed when the parameters of the
individual PDFs are free in the fit.

As a systematic uncertainty related to the fit bias on
Sf and Cf we assign the statistical uncertainty on the
bias obtained from simulated experiments during the fit
validation. As explained in Sec. IV, we obtain parame-
ters of the signal resolution model from a fit to the Bflav

sample instead of from a fit to signal MC. We evaluate
the systematic uncertainty of this approach with two sets
of simulated experiments that differ only in the values of
resolution model parameters (one set with parameters
from the Bflav sample and one set with parameters from
MC). We take the difference in the average Sf and Cf

from these two sets of experiments as the related system-
atic error.

We evaluate the impact of potential biases arising from
the interference of doubly Cabibbo-suppressed decays
with the Cabibbo-favored decays on the tag-side of the
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FIG. 6: Data and model projections for ωK0
S onto ∆t for

(a) B0 and (b) B0 tags. We show data as points with
error bars and the total fit function (total signal) with a
the solid (dotted) line. In (c) we show the raw asymmetry,
(NB0 −NB0)/(NB0 + NB0) with a solid line representing the
fit function.

and that the fit values of SJ/ψ K0
S

and CJ/ψ K0
S

are consis-
tent between the two methods.

VIII. SYSTEMATIC UNCERTAINTIES

A number of sources of systematic uncertainties affect-
ing the fit values of Sf and Cf have been considered.

We vary the parameters of the signal PDFs that are
kept fixed in the fit within their uncertainty and take
as systematic error the resulting changes of Sf and Cf .
These parameters include τ and ∆md, the mistag pa-
rameters w and ∆w, the efficiencies of each tagging cat-
egory, the parameters of the resolution model, and the
shift and scale factors applied to the variables related to
the B kinematics and event shape variables that serve
to distinguish signal from background. The deviations
of Sf and Cf for η′K0

S and η′K0
L for variations of τ and

∆md are less than 0.002.
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FIG. 7: Data and model projections for η′K0
S onto ∆t for

(a) B0 and (b) B0 tags. Points with error bars represent
the data; the solid (dotted) line displays the total fit function
(total signal). In (c) we show the raw asymmetry, (NB0 −

NB0)/(NB0 + NB0); the solid line represents the fit function.

For the π0K0
S channel as an additional systematic error

associated with the shape of the PDFs we also use the
largest deviation observed when the parameters of the
individual PDFs are free in the fit.

As a systematic uncertainty related to the fit bias on
Sf and Cf we assign the statistical uncertainty on the
bias obtained from simulated experiments during the fit
validation. As explained in Sec. IV, we obtain parame-
ters of the signal resolution model from a fit to the Bflav

sample instead of from a fit to signal MC. We evaluate
the systematic uncertainty of this approach with two sets
of simulated experiments that differ only in the values of
resolution model parameters (one set with parameters
from the Bflav sample and one set with parameters from
MC). We take the difference in the average Sf and Cf

from these two sets of experiments as the related system-
atic error.

We evaluate the impact of potential biases arising from
the interference of doubly Cabibbo-suppressed decays
with the Cabibbo-favored decays on the tag-side of the
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FIG. 3: Distributions for ωK0
S projected (see text) onto (a)

mES and (b) ∆E. The solid lines show the fit result and the
dashed lines show the background contributions.
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π0π0 , and

(i,j) η′
ργK0

π0π0 projected (see text) onto (mES,∆E). The solid
lines show the fit result and the dashed lines show the back-
ground contributions.

able plotted) exceeds a mode-dependent threshold that
optimizes the statistical significance of the plotted signal.
In ωK0

S the fraction of signal events with respect to the
total after this requirement has been applied is ∼ 70%,
while in η′K0

S and η′K0
L, the fraction of signal events is in

the (42−85)% and (22−55)% range respectively, depend-
ing on the decay mode. In Fig. 3 we show the projections
onto mES and ∆E for the ωK0

S
analysis; in Fig. 4 we show

the projections onto mES and ∆E for η′K0
S ; in Fig. 5 we

show the ∆E projections for η′K0
L
. The corresponding

information for π0K0
S is conveyed by the background-

subtracted distributions for mB and mmiss in Fig. 2.
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L

projected (see text) onto ∆E. The solid lines show the fit re-
sult and the dashed lines show the background contributions.

In Figs. 6–9, we show the ∆t projections and the asym-
metry (NB0 −NB0)/(NB0 +NB0) for each final state. In
the ωK0

S
, η′K0

S
, η′K0

L
, and π0K0

S
analyses, we measure

the correlation between Sf and Cf in the fit to be 2.9%,
3.0%, 1.0% and −6.2%, respectively.

A. Crosschecks

We perform several additional crosschecks of our analy-
sis technique including time-dependent fits for B± decays
to the final states η′

η(γγ)ππK±, η′
ργK±, and η′

η(3π)ππK±

in which measurements of S and C are consistent with
zero. There are only small changes in the results when we
do any of the following: fix C = 0 or S = 0, allow S and
C to be different for each tagging category, remove each
of the discriminating variables one by one, and allow the
signal resolution model parameters to vary in the fit.

To validate the IP-constrained vertexing technique in
π0K0

S , we examine B0 → J/ψK0
S decays in data where

J/ψ → µ+µ− or J/ψ → e+e−. In these events we de-
termine ∆t in two ways: by fully reconstructing the B0

decay vertex using the trajectories of charged daughters
of the J/ψ and the K0

S mesons (standard method), or by
neglecting the J/ψ contribution to the decay vertex and
using the IP constraint and the K0

S trajectory only. This
study shows that within statistical uncertainties of order
2% of the error on ∆t, the IP-constrained ∆t measure-
ment is unbiased with respect to the standard technique
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ground contributions.

able plotted) exceeds a mode-dependent threshold that
optimizes the statistical significance of the plotted signal.
In ωK0

S the fraction of signal events with respect to the
total after this requirement has been applied is ∼ 70%,
while in η′K0

S and η′K0
L, the fraction of signal events is in

the (42−85)% and (22−55)% range respectively, depend-
ing on the decay mode. In Fig. 3 we show the projections
onto mES and ∆E for the ωK0

S
analysis; in Fig. 4 we show

the projections onto mES and ∆E for η′K0
S ; in Fig. 5 we

show the ∆E projections for η′K0
L
. The corresponding

information for π0K0
S is conveyed by the background-

subtracted distributions for mB and mmiss in Fig. 2.
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In Figs. 6–9, we show the ∆t projections and the asym-
metry (NB0 −NB0)/(NB0 +NB0) for each final state. In
the ωK0

S
, η′K0

S
, η′K0

L
, and π0K0

S
analyses, we measure

the correlation between Sf and Cf in the fit to be 2.9%,
3.0%, 1.0% and −6.2%, respectively.

A. Crosschecks

We perform several additional crosschecks of our analy-
sis technique including time-dependent fits for B± decays
to the final states η′

η(γγ)ππK±, η′
ργK±, and η′

η(3π)ππK±

in which measurements of S and C are consistent with
zero. There are only small changes in the results when we
do any of the following: fix C = 0 or S = 0, allow S and
C to be different for each tagging category, remove each
of the discriminating variables one by one, and allow the
signal resolution model parameters to vary in the fit.

To validate the IP-constrained vertexing technique in
π0K0

S , we examine B0 → J/ψK0
S decays in data where

J/ψ → µ+µ− or J/ψ → e+e−. In these events we de-
termine ∆t in two ways: by fully reconstructing the B0

decay vertex using the trajectories of charged daughters
of the J/ψ and the K0

S mesons (standard method), or by
neglecting the J/ψ contribution to the decay vertex and
using the IP constraint and the K0

S trajectory only. This
study shows that within statistical uncertainties of order
2% of the error on ∆t, the IP-constrained ∆t measure-
ment is unbiased with respect to the standard technique
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able plotted) exceeds a mode-dependent threshold that
optimizes the statistical significance of the plotted signal.
In ωK0

S the fraction of signal events with respect to the
total after this requirement has been applied is ∼ 70%,
while in η′K0

S and η′K0
L, the fraction of signal events is in

the (42−85)% and (22−55)% range respectively, depend-
ing on the decay mode. In Fig. 3 we show the projections
onto mES and ∆E for the ωK0

S
analysis; in Fig. 4 we show

the projections onto mES and ∆E for η′K0
S ; in Fig. 5 we

show the ∆E projections for η′K0
L
. The corresponding

information for π0K0
S is conveyed by the background-

subtracted distributions for mB and mmiss in Fig. 2.
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In Figs. 6–9, we show the ∆t projections and the asym-
metry (NB0 −NB0)/(NB0 +NB0) for each final state. In
the ωK0

S
, η′K0

S
, η′K0

L
, and π0K0

S
analyses, we measure

the correlation between Sf and Cf in the fit to be 2.9%,
3.0%, 1.0% and −6.2%, respectively.

A. Crosschecks

We perform several additional crosschecks of our analy-
sis technique including time-dependent fits for B± decays
to the final states η′

η(γγ)ππK±, η′
ργK±, and η′

η(3π)ππK±

in which measurements of S and C are consistent with
zero. There are only small changes in the results when we
do any of the following: fix C = 0 or S = 0, allow S and
C to be different for each tagging category, remove each
of the discriminating variables one by one, and allow the
signal resolution model parameters to vary in the fit.

To validate the IP-constrained vertexing technique in
π0K0

S , we examine B0 → J/ψK0
S decays in data where

J/ψ → µ+µ− or J/ψ → e+e−. In these events we de-
termine ∆t in two ways: by fully reconstructing the B0

decay vertex using the trajectories of charged daughters
of the J/ψ and the K0

S mesons (standard method), or by
neglecting the J/ψ contribution to the decay vertex and
using the IP constraint and the K0

S trajectory only. This
study shows that within statistical uncertainties of order
2% of the error on ∆t, the IP-constrained ∆t measure-
ment is unbiased with respect to the standard technique

Belle BABAR

Nevts 118± 18 163± 18
SωK0

S
0.11± 0.46± 0.07 0.55+0.26

−0.29 ± 0.02
CωK0

S
0.09± 0.29± 0.06 −0.52+0.22

−0.20 ± 0.03
13Friday, November 26, 2010



           B0 → π0K0
S

·No	 tracks	 from	 B	 decay	 vertex!	 
·60%	 of	 signal	 B	 candidates	 make	 hits	 
in	 inner	 silicon	 tracker.	 

·Obtain	 	 	 	 	 	 in	 these	 events	 with	 
constraints	 on	 average	 interaction	 
point	 (and	 B	 lifetime	 for	 Babar).

∆t

BABAR BB
BB

:	 PRD	 79	 052003	 (2009),	 465	 M
Belle	 :	 0809.4366	 (2008),	 657	 M
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FIG. 8: Data and model projections for B0
→ η′K0

L onto ∆t
for B0 (a) and B0 (b) tags. Points with error bars represent
the data; the solid (dotted) line displays the total fit function
(total signal). In (c) we show the raw asymmetry, (NB0 −

NB0)/(NB0 + NB0); the solid line represents the fit function.

event [30] by taking into account realistic values of the
ratio between the two amplitudes and the relative phases.
For ωK0

S and η′K0 we estimate using MC, published mea-
surements, and theoretical predictions that conservative
ranges of the net values for CP parameters in the BB
background are S = [0, 0.2] and C = ±0.1 for the charm-
less background and S = ±0.1 and C = ±0.1 for the
charm background. We perform a fit in which we fix the
parameters to these values and take the difference in sig-
nal CP parameters between this fit and the nominal fit
as the systematic error.

For the ωK0
S and η′K0 channels we also vary the

amount of the charmless BB background by ±20%. For
π0K0

S we do not include a BB background component in
the fit but we embed BB background events in the data
sample and extract the peaking background from the ob-
served change in the yield. We use this yield to estimate
the change in S and C due to the CP asymmetry of the
peaking background. We also measure the systematic er-
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FIG. 9: Data and model projections for π0K0
S onto ∆t for

(a) B0 and (b) B0 tags. Points with error bars represent the
signal where backgroud is subtracted using an event weighting
techinque [29]; the solid line displays the signal fit function. In
(c) we show the raw asymmetry, (NB0 −NB0)/(NB0 + NB0);
the solid line represents the fit function.

ror associated with the vertex reconstruction by varying
within uncertainties the parameters of the alignment of
the SVT and the position and size of the beam spot.

We quantify the effects of self-crossfeed events in the
η′K0 analysis. For η′K0

S
we perform sets of simulated

experiments in which we embed only correctly recon-
structed signal events and compare the results to the
nominal simulated experiments (Sec. VI D) in which we
embed both correctly and incorrectly reconstructed sig-
nal events. We take the difference as the systematic un-
certainty related to self-crossfeed. For the η′

η(3π)ππK0
L

analysis, in which we include a self-crossfeed component
in the fit, we perform a fit in which we take parameter
values for the self-crossfeed resolution model from self-
crossfeed MC events instead of the nominal Bflav sample.
We take the difference of the results from this fit and the
nominal fit as the self-crossfeed systematic for η′K0

L. The
effects of self-crossfeed are negligible for ωK0

S
and π0K0

S
.
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FIG. 1: PDFs for ωK0
S ; from top to bottom ∆E, mES, F ,

ω mass, H, and ∆t. In the left column we show distribu-
tions from signal Monte Carlo; in the right column we show
distributions for the qq component, which are taken from side-
bands of the data in the kinematic variables that exclude sig-
nal events.

technique [29]. The bin widths of the L2/L0 histogram
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FIG. 2: Distribution of (a) mmiss, (b) mB , (c) L2/L0, (d)
cos θB , for signal (background-subtracted) events in data
(points) from the B0

→ K0
Sπ0 sample. The solid curve rep-

resents the shape of the signal PDF, as obtained from the
ML fit. The insets show the distribution of the data, and the
PDF, for background (signal-subtracted) events.

have been adjusted to be coarser where the background
is small to reduce the number of free parameters of the
PDF.

For the other decay modes we construct a Fisher dis-
criminant F , which is an optimized linear combination
of L0, L2, | cos θB|, and | cos θS |. For the K0

L modes we
also use the continuous output of the flavor tagging al-
gorithm as a variable entering the Fisher discriminant.
The coefficients used to combine these variables are cho-
sen to maximize the separation (difference of means di-
vided by quadrature sum of errors) between the signal
and continuum background distributions of F , and are
determined from studies of signal MC and off-peak data.
We have studied the optimization of F for a variety of
signal modes, and find that a single set of coefficients is
nearly optimal for all.

The PDF shape for F is an asymmetric Gaussian with
different widths below and above the peak for signal, plus
a broad Gaussian for qq background to account for a
small tail in the signal F region. The background peak
parameter is adjusted to be the same for all tagging cat-
egories c. Because F describes the overall shape of the
event, the distribution for BB background is similar to
the signal distribution.

For Qsig(mω) we use the sum of two Gaussians; for
Qqq(mω) and Qchls(mω) the sum of a Gaussian and a
quadratic. For Qsig(H) and Qqq(H) we use a quadratic
dependence, and for Qchls(H) a fourth-order polynomial.

Belle BABAR

Nπ0K0
S

657± 37 556± 32
Nπ0K0

L
285± 52 –

S 0.67± 0.31± 0.08 0.55± 0.20± 0.03
C 0.14± 0.13± 0.06 0.13± 0.13± 0.03

B0 → K0
Sπ0 Signal Yield

Mbc ≡
√

(ECMS
beam )2 − (pCMS

B )2, ∆E ≡ ECMS
B − ECMS

beam

LS/B: Likelihood ratio discriminatingBB̄ from qq̄ events
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ing τB0 and ∆md at their world averages [21] and incor-
porating the effect of incorrect flavor assignment. The
distribution is convolved with the proper-time interval
resolution function Rsig(∆t), which takes into account
the finite vertex resolution. The resolution are deter-
mined by a multi-parameter fit to the ∆t distributions
of high-statistics control samples of semi-leptonic and
hadronic b → c decays [17, 18]. We determine the fol-
lowing likelihood for each event:

Pi = (1 − fol)

∫
[

fsigPsig(∆t′)Rsig(∆ti − ∆t′)

+ (1 − fsig)Pbkg(∆t′)Rbkg(∆ti − ∆t′)

]

d(∆t′)

+ folPol(∆ti). (3)

The signal probability fsig depends on the r region and
is calculated on an event-by-event basis as a function of
Mbc,Rs/b and, where applicable, ∆E from the shapes
given in Figs. 1 and 2. Pbkg is a PDF for background
events, which is convolved with the background resolu-
tion function Rbkg. The term Pol(∆t) is a broad Gaussian
function that represents a small outlier component with
fraction fol [17, 18]. The free parameters in the final fits
are SK0π0 and AK0π0 , which are determined by maximiz-
ing the likelihood function L = ΠiPi(∆ti;SK0π0 ,AK0π0)
where the product is over all events.

The B0 → K0
Lπ0 and B0 → K0

Sπ0 candidates that
do not have vertex information are also used for the de-
termination of AK0π0 . Since ∆t vanishes by integration,
Eq. (3) becomes simpler:

Pi = fsigPsig(q) + (1 − fsig)Pbkg(q), (4)

where Pbkg(q = ±1) = 0.5 since we expect no CP vio-
lation in background and the number of events tagged
as q = 1 and q = −1 are equal. The fol term can
be neglected in the time-integrated likelihood since no
CP violation is also expected in outlier component and

Pol(q = ±1) is a constant. The signal PDF is obtained by
integrating the time-dependent decay rate Eq. (1) from
−∞ to +∞:

P(q;AK0π0) =
1

2

[

1 +
qAK0π0

1 + τ2
B0∆m2

d

]

. (5)

We obtain the fit results SK0π0 = +0.67 ± 0.31 and
AK0π0 = +0.14±0.13 for B0 → K0π0. Fits to individual
modes yield SK0π0 = +0.67±0.31 and AK0π0 = +0.15±
0.13 for B0 → K0

Sπ0, and AK0π0 = −0.01 ± 0.45 for
B0 → K0

Lπ0, where the errors are statistical only. Figure
3 shows the raw asymmetry for B0 → K0

Sπ0 candidates.
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FIG. 3: Asymmetries for events with poor tags (top) and good
tags (bottom) for B0

→ K0
Sπ0. The dashed curve shows the

SM expectation from the B0
→ J/ψK0 measurement [22].

The dominant sources of systematic error are summa-
rized in Table I. The systematic uncertainty from wrong
tag fractions, physics parameters, resolution function,
background ∆t and background fractions are studied by
varying each parameter by its error. A possible fit bias is
examined by fitting a large number of Toy MC pseudo-
experiments. The systematic uncertainty for the vertex
reconstruction is estimated by changing the charged track
selection criteria. The tag side interference is evaluated
from pseudo-experiments in which the effect of the possi-
ble CP violation in B0 → ftag decay are taken in account
[23].

To validate the measurement, we measure the B0 life-
time and branching fraction B(B0 → K0

Sπ0) using the
same event sample that is used for the CP violation pa-
rameter measurement. We obtain the results: τB0 =
1.46 ± 0.18 ps and B(B0 → K0

Sπ0) = (4.4 ± 0.3) × 10−6,
where errors are statistical only. Both results are consis-
tent with the PDG world averages [21].

In summary, we measure the CP violation parameters
in B0 → K0π0 using both B0 → K0

Sπ0 and B0 → K0
Lπ0

Signal
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adjusted for small differences between MC and data using
control samples that have similar final states but higher
statistics [e.g. B! ! f0"980#K! to calibrate B0 !
f0"980#K0

S]. The background has two components: contin-
uum, which is modeled using events outside the signal
region, and B !B background, which is modeled with MC

events. The signal yields in the "E-Mbc signal window are
summarized in Table I.

In the signal distribution PDF [Eq. (1)], the effect of
incorrect flavor assignment is incorporated and the result is
convolved with a resolution function Rsig""t# to take into
account the finite vertex resolution. The resolution function
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FIG. 1 (color online). "E distribution within the Mbc signal region and with Rs=b > 0:5, Mbc distribution within the "E signal
region and with Rs=b > 0:5 and Rs=b distribution within the Mbc !"E signal region for (a), (b), (c) B0 ! !K0

S, (d), (e), (f) B0 !
f0K0

S, (g), (h), (i) B0 ! K0
S!

0 and (j), (k), (l) B0 ! K$K!K0
S. The solid curves show the fits to signal plus background distributions,

and the dashed curves show the background contributions.

Y. CHAO et al. PHYSICAL REVIEW D 76, 091103(R) (2007)

RAPID COMMUNICATIONS

091103-4

adjusted for small differences between MC and data using
control samples that have similar final states but higher
statistics [e.g. B! ! f0"980#K! to calibrate B0 !
f0"980#K0

S]. The background has two components: contin-
uum, which is modeled using events outside the signal
region, and B !B background, which is modeled with MC

events. The signal yields in the "E-Mbc signal window are
summarized in Table I.

In the signal distribution PDF [Eq. (1)], the effect of
incorrect flavor assignment is incorporated and the result is
convolved with a resolution function Rsig""t# to take into
account the finite vertex resolution. The resolution function
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FIG. 1 (color online). "E distribution within the Mbc signal region and with Rs=b > 0:5, Mbc distribution within the "E signal
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S, (d), (e), (f) B0 !
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S. The solid curves show the fits to signal plus background distributions,

and the dashed curves show the background contributions.
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and vertex reconstruction for B0 ! !0K0, "K0, and
K0
SK

0
SK

0
S candidates. The Mbc distribution for the B0 !

J= K0
S candidates and p!

B distribution for the B0 !
J= K0

L candidates are shown in Fig. 2. The signal yield
for each mode is obtained from an unbinned maximum-
likelihood fit to these distributions; the !E distribution is
also included in the fit for the modes without a K0

L meson.
The signal shape for each decay mode is determined from

MC events. The background has two components: contin-
uum, which is modeled using events outside the signal
region, and B "B background, which is modeled with MC
events. The signal yields are determined to be 307" 21 for
B0 ! "K0

S, 114" 17 for B0 ! "K0
L, 1421" 46 for B0 !

!0K0
S, 454" 39 for B0 ! !0K0

L, 185" 17 for B0 !
K0
SK

0
SK

0
S, 7484" 87 for B0 ! J= K0

S, and 6512" 123
for B0 ! J= K0

L, where errors are statistical only.
We determine Sf and Af for each mode by performing

an unbinned maximum-likelihood fit to the observed !t
distribution. The probability density function (PDF) for the
signal distribution, P sig#!t;Sf;Af; q; wl;!wl$, is given
by Eq. (1) fixing #B0 and !md at their world average values
[17] and incorporating the effect of incorrect flavor assign-
ment. The distribution is convolved with the proper-time
interval resolution function Rsig#!t$, which takes into ac-
count the finite vertex resolution [16]. We determine the
following likelihood for each event:

 Pi % #1& fol$
X

k

fk
Z
'P k#!t0$Rk#!ti & !t0$(d#!t0$

) folPol#!ti$; (2)

where k denotes signal, continuum, and B "B background
components. In the B0 ! K0

SK
0
SK

0
S and J= K0

S samples the
B "B component is negligibly small and not included in the
fit. The fraction of each component fk depends on the r
region and is calculated on an event-by-event basis as a
function of the following variables: !E and Mbc for B0 !
J= K0

S; p!
B for B0 ! J= K0

L; p!
B and Rs=b for B0 ! !0K0

L
and "K0

L; Mbc and Rs=b for B0 ! "#! K0
SK

0
L$K0

S; !E,
Mbc and Rs=b for the other modes. The PDF P k#!t$ for
background events is convolved with the resolution func-
tion Rk for the background [7,10]. The term Pol#!t$ is
a broad Gaussian function that represents a small
outlier component with a fraction of fol [16]. The only
free parameters in the fits are Sf and Af, which are
determined by maximizing the likelihood function L %Q
iPi#!ti;Sf;Af$ where the product is over all events.
Table I summarizes the fit results for sin2"eff

1 and Af.
These results are consistent with and supersede our pre-
vious measurements [7,10]. Fits to each individual mode
with K0

S and K0
L yield #S!0K0

S
;A!0K0

S
$ % #)0:67"

0:11;&0:03" 0:07$, #S!0K0
L
;A!0K0

L
$ % #&0:46" 0:24;

)0:09" 0:16$, #S"K0
S
;A"K0

S
$ % #)0:50" 0:23;

)0:11" 0:16$, #S"K0
L
;A"K0

L
$ % #&0:46" 0:56;&0:15"

0:38$, #SJ= K0
S
;AJ= K0

S
$ % #)0:643" 0:038;&0:001"

0:028$, and #SJ= K0
L
;AJ= K0

L
$ % #&0:641" 0:057;

)0:045" 0:033$, where errors are statistical only. We
define the background-subtracted asymmetry in each !t
bin by #N) & N&$=#N) ) N&$, where N)#N&$ is the sig-
nal yield with q % )1#&1$. Figures 3(a), 3(c), and 3(d)
show the !t distributions and asymmetries for good tag
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5.35.25

200

100

0

quality (r > 0:5) events. The sign of each !t measurement
for final states with a K0

L is inverted in order to combine
results with K0

S and K0
L mesons.

The dominant sources of systematic error for sin2!eff
1 in

b! s "qq modes come from the uncertainties in the reso-
lution function for the signal (0.03 for the B0 ! "0K0

mode, 0.04 for the !K0 mode, 0.05 for the B0 !
K0
SK

0
SK

0
S mode) and in the background fraction (0.02,

0.04, 0.06). The effect of f0!980"K0 background in the
!K0 mode (0.02) is estimated using the BES measurement
of the f0!980" line shape [18] and is included in the
background fraction systematic error. The dominant
sources for Af in b! s "qq modes are the effects of tag-
side interference [19] (0.02, 0.03, 0.04), the uncertainties in
the background fraction (0.02, 0.03, 0.05), in the vertex
reconstruction (0.02 for all modes), and in the resolution
function (0.02, 0.01, 0.02). We study the possible correla-
tions between Rs=b, p#

B and r PDFs used for !K0
L and

"0K0
L, which are neglected in the nominal result, and

include their effect in the systematic uncertainties in the
background fraction. Other contributions come from un-
certainties in wrong tag fractions, the background !t dis-
tribution, #B0 and !md. A possible fit bias is examined by
fitting a large number of MC events and is found to be
small.

The dominant sources of systematic errors for the B0 !
J= K0 mode are the uncertainties in the vertex reconstruc-
tion (0.012 for sin2!1, 0.009 for Af), in the resolution
function for the signal (0.006, 0.001), in the background
fraction (0.006, 0.002), in the flavor tagging (0.004, 0.003),
a possible fit bias (0.007, 0.004) and the effect of the
tagside interference (0.001, 0.009). Other contributions
amount to less than 0.001. We add each contribution in
quadrature to obtain the total systematic uncertainty.

For the B0 ! "0K0 mode, we observe CP violation with
a significance equivalent to 5.6 standard deviations for a
Gaussian error, where the significance is calculated using
the Feldman-Cousins frequentist approach [20]. The re-
sults for B0 ! "0K0, !K0 and K0

SK
0
SK

0
S decays are all

consistent with the value of sin2!1 obtained from the
decay B0 ! J= K0 within 2 standard deviations. No direct
CP violation is observed in these decay modes. Further
measurements with much larger data samples are required
to search for new, beyond the SM, CP-violating phases in
the b! s transition.
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FIG. 3 (color online). Background-subtracted !t distributions
and asymmetries for events with good tags (r > 0:5) for
(a) B0 ! "0K0, (b) B0 ! !K0, (c) B0 ! K0

SK
0
SK

0
S, and

(d) B0 ! J= K0. In the asymmetry plots, solid curves show
the fit results; dashed curves show the SM expectation from our
B0 ! J= K0 measurement.

TABLE I. Results of the fits to the !t distributions. The first
errors are statistical and the second errors are systematic.

Mode sin2!eff
1 Af

!K0 %0:50& 0:21& 0:06 %0:07& 0:15& 0:05
"0K0 %0:64& 0:10& 0:04 '0:01& 0:07& 0:05
K0
SK

0
SK

0
S %0:30& 0:32& 0:08 %0:31& 0:20& 0:07

J= K0 %0:642& 0:031& 0:017 %0:018& 0:021& 0:014
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0.04 for Af). For the K0
S!

0 mode, the uncertainty in the
rare B component is a significant contribution (0.04 for Sf
and 0.02 for Af). Other contributions come from uncer-
tainties in wrong tag fractions, lifetime and mixing. A
possible fit bias is examined by fitting a large number of
MC events. We add each contribution above in quadrature
to obtain the total systematic uncertainty.

In summary, we have performed improved measure-
ments of CP-violation parameters sin2"eff

1 and Af for
B0 ! !K0

S; f0!980"K0
S; K

0
S!

0 and K#K$K0
S using 535%

106 B !B events. These measurements supersede our pre-
vious results. Comparing the results for each individual
b! s mode with those from measurements of B0 !
J= K0 [5], we do not find any deviations that are in excess
of two standard deviations.
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FIG. 3 (color online). Asymmetries of well-tagged events (r >
0:5) for (a) B0 ! !K0

S, (b) B0 ! f0!980"K0
S, (c) B0 ! K0

S!
0

and (d) B0 ! K#K$K0
S. The solid curves show the results of the

unbinned maximum-likelihood fits. The dashed curves show the
SM expectation for the values of CP violation parameters
obtained from B0 ! J= K0 ( sin2"1 & #0:642 and Af & 0)
[5].
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Figure 9: Signal sPlots for B0 → 3K0
s (π+π−) (left) and B0 → 2K0

s (π+π−)K0
s (π0π0) (right).

Plots are for mES(top), ∆E (middle) and NN (bottom)

Parameter combined Fit separated Fit combined prev. separated prev.

Nsig,pm 207.3+16.1
−15.7 206.6+16.0

−15.7 125 ± 13 125 ±13

Nsig,00 66.8+13.8
−13.3 71.1+13.6

−13.1 64±12 64±12

S −0.90+0.20
−0.18 - -0.71±0.24 -

C −0.16+0.17
−0.17 - 0.02 ±0.21 -

Spm - −1.42+0.23
−0.21 - −1.06+0.25

−0.16

Cpm - −0.12+0.16
−0.16 - −0.08+0.23

−0.22

S00 - 0.34+0.53
−0.53 - 0.24 ± 0.52

C00 - 0.18+0.41
−0.41 - 0.23 ± 0.38

Table 8: Comparison fit results to previous analysis
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FIG. 6: Data and model projections for ωK0
S onto ∆t for

(a) B0 and (b) B0 tags. We show data as points with
error bars and the total fit function (total signal) with a
the solid (dotted) line. In (c) we show the raw asymmetry,
(NB0 −NB0)/(NB0 + NB0) with a solid line representing the
fit function.

and that the fit values of SJ/ψ K0
S

and CJ/ψ K0
S

are consis-
tent between the two methods.

VIII. SYSTEMATIC UNCERTAINTIES

A number of sources of systematic uncertainties affect-
ing the fit values of Sf and Cf have been considered.

We vary the parameters of the signal PDFs that are
kept fixed in the fit within their uncertainty and take
as systematic error the resulting changes of Sf and Cf .
These parameters include τ and ∆md, the mistag pa-
rameters w and ∆w, the efficiencies of each tagging cat-
egory, the parameters of the resolution model, and the
shift and scale factors applied to the variables related to
the B kinematics and event shape variables that serve
to distinguish signal from background. The deviations
of Sf and Cf for η′K0

S and η′K0
L for variations of τ and

∆md are less than 0.002.
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FIG. 7: Data and model projections for η′K0
S onto ∆t for

(a) B0 and (b) B0 tags. Points with error bars represent
the data; the solid (dotted) line displays the total fit function
(total signal). In (c) we show the raw asymmetry, (NB0 −

NB0)/(NB0 + NB0); the solid line represents the fit function.

For the π0K0
S channel as an additional systematic error

associated with the shape of the PDFs we also use the
largest deviation observed when the parameters of the
individual PDFs are free in the fit.

As a systematic uncertainty related to the fit bias on
Sf and Cf we assign the statistical uncertainty on the
bias obtained from simulated experiments during the fit
validation. As explained in Sec. IV, we obtain parame-
ters of the signal resolution model from a fit to the Bflav

sample instead of from a fit to signal MC. We evaluate
the systematic uncertainty of this approach with two sets
of simulated experiments that differ only in the values of
resolution model parameters (one set with parameters
from the Bflav sample and one set with parameters from
MC). We take the difference in the average Sf and Cf

from these two sets of experiments as the related system-
atic error.

We evaluate the impact of potential biases arising from
the interference of doubly Cabibbo-suppressed decays
with the Cabibbo-favored decays on the tag-side of the
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Figure 11: sPlots ∆t (blue line, black dots: tag=B0; red line,white dots: tag=B̄0) and asymme-

try for B0 → 3K0
s (π+π−) (left) and B0 → 2K0

s (π+π−)K0
s (π0π0) (right). The asymmetry plots

are for the combined fit result for both submodes. The superimposed PDF shapes are taken

from toy MC.

Contribution S (Sprev) C (Cprev)

PDF
+0.0234
−0.0235 (±0.0247) C+0.0225

−0.0225 (
+0.0394)
−0.0325 )

B-bkg
+0.0261
−0.0121 (±0.007(∗)) +0.0069

−0.0063 (±0.005(∗))
Vertexing ±0.0036 (±0.0112) ±0.0093 (±0.0021)

Fit bias ±0.020 (±0.004) ±0.0119 (±0.025)

Vetoes ±0.0051 ( - ) ±0.0036 ( - )

Other ±0.004(±0.016) ±0.015 (±0.013)

Sum
+0.040
−0.033 (±0.037)

+0.032
−0.031 (±0.046)

Table 9: Summary systematics, values from previous analysis in parenthesis for comparison.

(*) Only for B0 → 2KS(π+π−)KS(π0π0).
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Background	 
subtracted

:	 CKM	 2008	 preliminary,	 465M
Belle	 :	 PRL	 98	 031802	 (2007),	 535M
BABAR BB

BB

·Constrain	 average	 interaction	 point	 and	 B	 lifetime. sPlot
·Require	 one	 	 	 	 	 	 to	 make	 hits	 in	 inner	 tracker.K0

S

Belle BABAR

Ntag 185± 17 274± 21
−ηS 0.30± 0.32± 0.08 0.90 +0.20

−0.18
+0.04
−0.03

C −0.31± 0.20± 0.07 −0.16± 0.17± 0.03

sPlot

3K0
S(π+π−)

3K0
S(π+π−)
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[1]	 PRD	 74	 091101	 (2006)	 (230M	 BB)
[2]	 PRD	 76	 072004	 (2007)	 (449M	 BB)
[3]	 PRL	 99	 231802	 (2007)	 (383M	 BB)
[4]	 PRL	 97	 081801	 (2006)	 (386M	 BB)

[5]	 PRD	 71	 032005	 (2005)	 (	 88M	 BB)
[6]	 PRL	 95	 091601	 (2005)	 (275M	 BB)
[7]	 arXiv:0808.0700	 (2008)	 (465M	 BB)
[8]	 ICHEP08	 preliminary	 (657M	 BB)

Final C.L. for C.L. for
State cos 2β cos 2β > 0 cos 2β cos 2β > 0

D(∗)+D(∗)−K0
S 0.38± 0.24± 0.05[1] 94% −0.23 +0.43

−0.41 ± 0.13[2] –
D(∗)0h0 0.42± 0.49± 0.16[3] 86% 1.87 +0.40

−0.53
+0.22
−0.32

[4] 98.3%
J/ψK∗0 3.32+0.76

−0.96 ± 0.27[5] 89% 0.56± 0.79± 0.11[6] –

K+K−K0
S β = (29.5± 4.5± 1.5)◦ [7] 4.8σ βφK0

S
= (21.2+ 9.8

−10.4 ± 2.0)◦ [8] –

·Interference	 between	 CP-even	 and	 -odd	 amplitudes	 
makes	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 .J/ψK∗0, D(∗)D(∗)K0

S sensitive to cos 2β

·Interference	 in	 	 	 	 	 	 	 	 Dalitz	 plot	 makes	 
sensitive	 to	 	 	 	 	 	 	 	 	 .

D(∗) D(∗)h0

cos 2β

·Interference	 in	 DP	 makes	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 sensitive	 to	 	 	 .K+K−K0
S β
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CPV at B factories, B → Kπ, b→ sγ“	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 .	 	 ”	 

Yu	 Nakahama	 (Heavy	 Flav.	 &	 CKM-3)
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0.671 ! 0.024
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PRELIMINARY

This	 talk

·New	 physics	 is	 not	 dominant.

·At	 LHC:	 Difficult	 to	 trigger	 on	 	 	 	 	 	 	 ;	 
impossible	 to	 trigger	 on	 	 	 	 	 	 	 .

φK0

η�K0

·At	 Super	 Flavor	 Factories:

·Experimental/theoretical	 
uncertainties	 comparable.

·Measurements	 of	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 
systematics	 limited.

βeff and β
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Table 2: Main systematic uncertainties on Sf and Cf for the full CP sample, and for the J/ψK0,
J/ψK0

S
, and J/ψK0

L
samples. For each source of systematic uncertainty, the first line gives the

error on Sf and the second line the error on Cf . The total systematic error (last row) also includes
smaller effects not explicitly mentioned in the table.

Source/sample Full J/ψK0 J/ψK0
S

J/ψK0
L

Beamspot Sf 0.0013 0.0021 0.0027 0.0000
Cf 0.0006 0.0010 0.0021 0.0001

Mistag differences Sf 0.0077 0.0057 0.0059 0.0083
Cf 0.0047 0.0069 0.0053 0.0052

∆t resolution Sf 0.0067 0.0068 0.0069 0.0071
Cf 0.0027 0.0029 0.0034 0.0070

J/ψK0
L

background Sf 0.0057 0.0063 0.0000 0.0271
Cf 0.0007 0.0008 0.0000 0.0036

Background fraction Sf 0.0046 0.0034 0.0036 0.0044
and CP content Cf 0.0029 0.0021 0.0009 0.0107
mES parameterization Sf 0.0022 0.0020 0.0026 0.0006

Cf 0.0004 0.0005 0.0008 0.0002
∆md, τB,∆Γd/Γd Sf 0.0030 0.0033 0.0036 0.0040

Cf 0.0013 0.0012 0.0011 0.0013
Tag-side interference Sf 0.0014 0.0014 0.0014 0.0014

Cf 0.0143 0.0143 0.0143 0.0143
Fit bias Sf 0.0023 0.0044 0.0041 0.0063
(MC statistics) Cf 0.0026 0.0044 0.0041 0.0060

Total Sf 0.0135 0.0131 0.0119 0.0311
Cf 0.0164 0.0187 0.0167 0.0270

15

           Babar	 systematics	 on	 sin 2β from J/ψK0
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